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ABSTRACT 

The use of Unmanned Aerial Vehicles (UAVs) currently allows environmental 

monitoring applications. The use of a camera incorporated in a UAV is essential to carry out 

this type of tasks, however, due to vibrations of the UAV and the forces of the wind, it is 

necessary to incorporate a gimbal to stabilize the camera to obtain excellent quality of 

images. The ATA research group of Escuela Politécnica Nacional together with the EAVISE 

research group of KU Leuven are currently leading projects related to the monitoring of 

volcanic activity in Ecuador. Thus, this thesis project focuses on designing a gimbal 

prototype that allows stabilizing a camera that will be placed on a fixed-wing UAV of the 

ATA research group. 

The control of a gimbal is commonly based on an inertial measurement unit (IMU) 

sensor that detects the movement of the mechanical system and stabilizes it using motors. 

The gimbal design of this thesis is complemented with a stabilization control by open-source 

Computer Vision algorithms that will allow future researchers to adapt it to not only stabilize 

a camera but also to perform more applications. The algorithm takes outdoor images as 

input data and detects the sky line that is aligned with a reference image by controlling the 

roll rotation angle, which is the angle of rotation that presents the greatest instability during 

a flight test. This algorithm is simulated for images captured by a GoPro camera placed on 

a fixed-wing UAV belonging to the ATA research group during a flight test carried out in the 

Antisana Ecological Reserve. 

On the other hand, the gimbal design is based on a 3-link mechanism that allows a 

Raspberry camera to rotate in roll and pitch using two servo motors that will be controlled 

by an NVIDIA Jetson Nano board. The structure of the gimbal is designed for a bullet 

aerodynamic profile with a low drag force does not affect the flight of the UAV. The design 

also seeks simple manufacturing and low weight to accommodate the maximum payload of 

the UAV.  

Keywords: Gimbal, Computer Vision, algorithm, sky line, UAV, NVIDIA Jetson Nano, 

roll rotation angle. 
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RESUMEN 

El uso de Vehículos Aéreos no Tripulados (UAVs) en la actualidad permite realizar 

aplicaciones de monitoreo ambiental. El uso de una cámara incorporada en un UAV es 

esencial para realizar este tipo de tareas, sin embargo, debido a vibraciones del UAV y a 

las fuerzas del viento es necesario añadir un gimbal para que la misma pueda estabilizarse 

y obtener una excelente calidad de imágenes. El grupo de investigación ATA de la Escuela 

Politécnica Nacional junto con el grupo de investigación EAVISE de KU Leuven lideran 

actualmente proyectos relacionados con el monitoreo de actividad volcánica en Ecuador. 

Es así que este proyecto de tesis se enfoca en diseñar un prototipo de gimbal que permita 

estabilizar una cámara que será colocada en un UAV de ala fija del grupo de investigación 

ATA. 

El control de un gimbal comúnmente se basa en un sensor de unidad de medida 

inercial (IMU) que detecta el movimiento del sistema mecánico y lo estabiliza mediante 

motores. El diseño del gimbal de esta tesis es complementado con un control de 

estabilización por algoritmos de Visión Computacional de código abierto que permitirá a 

futuros investigadores adaptarlo para no solo estabilizar una cámara sino realizar más 

aplicaciones. El algoritmo toma como datos de entrada imágenes al aire libre y detecta la 

línea del horizonte que es alineada con una imagen de referencia controlando el ángulo de 

rotación de alabeo que es el ángulo de giro que presenta mayor inestabilidad durante una 

prueba de vuelo. Este algoritmo es simulado para imágenes capturadas por una cámara 

GoPro colocada en un UAV de ala fija del grupo de investigación ATA durante una prueba 

de vuela realizada en la Reserva Ecológica Antisana. 

Por otro lado, el diseño del gimbal se basa en un mecanismo de 3 eslabones que 

permitan rotar una cámara Raspberry en alabeo y cabeceo utilizando dos servomotores 

que serán controlados por una tarjeta NVIDIA Jetson Nano. La estructura del gimbal es 

diseñado para un perfil aerodinámico de bala para que su fuerza de arrastre no afecte el 

vuelo del UAV. También el diseño procura una manufactura sencilla y de bajo peso para 

adaptarse a la máxima carga útil del UAV.  

 

Palabras clave: Gimbal, Visión Computacional, algoritmo, línea del horizonte, UAV, 

NVIDIA Jetson Nano, ángulo de alabeo. 
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DISEÑO Y SIMULACIÓN DE UN ESTABILIZADOR DE CÁMARA 
CONTROLADO POR VISIÓN COMPUTACIONAL PARA UN 

VEHÍCULO AÉREO NO TRIPULADO DE ALA FIJA 

 

INTRODUCTION 

 

The use of fixed-wing unmanned aerial vehicles (UAVs) has had a strong research impact 

in the development of applications for environmental monitoring, species protection, 

surveillance, and security control [1]. Due to its endurance and large coverage area, they 

are preferred to multi-rotor configurations. One of the most important devices for UAVs are 

their cameras, which mostly use computer vision algorithms to fulfill tasks such as 

identifying and tracking objects. These cameras use gimbals or stabilizers to focus the 

image correctly. 

In the industry, there are gimbals for UAVs like DJI [2], which are made for multicopters, but 

due to their configuration, the gimbal system is assembled together with the drone to fulfill 

only specific tasks. UKR Spect Systems [3] are gimbals for fixed wing UAVs, which has 

functionalities such as mapping, object tracking and their ability to be coupled to different 

types of aerial vehicles. However, their main disadvantages are their very high cost since 

they have additional elements such as a laptop with its own graphical interface. 

Furthermore, their computer vision algorithms are not free to use, preventing the user from 

modifying them. 

In Ecuador, the research group in AERONAUTICS AND APPLIED THERMOFLUIDS (ATA) 

of Escuela Politécnica Nacional (EPN) has led several projects using fixed-wing UAVs, 

however, they do not have a gimbal to stabilize a camera in high wind environments. Videos 

taken by a GoPro camera mounted on a UAV have stabilization issues in flight tests carried 

out in the Antisana Ecological Reserve. 

Thus, this thesis as part of a VLIR-UOS joint project between the ATA research group of 

the EPN and the research group in EMBEDDED AND ARTIFICIALLY INTELLIGENT 

VISION ENGINEERING (EAVISE) of KU Leuven, “Real-time volcano monitoring for early 

eruption prediction using unmanned aerial vehicles and image processing methods” [4] 

focuses on the design and simulation of a gimbal system for a fixed-wing UAV capable of 

stabilizing by computer vision algorithms with the great advantage of having an open source 

code to modify it for different applications. 
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General Objective 

To design and simulate of a gimbal for fixed wing UAVs, computational vision controlled. 

 

Specific Objectives 

• To do a review of the state of the art related to UAV gimbals and computer vision 

algorithms for feature detection, matching and segmentation of images. 

• To train a neural network capable of stabilizing the movement of the gimbal by 

allowing the identification and tracking of a target. 

• To select the most suitable materials and electronic components for the design of 

a fixed-wing UAV gimbal. 

• To design an aerodynamic structure for a fixed-wing UAV gimbal. 

• To design assembly and gimbal components drawings. 

 

Scope 

In the present work, the design of a gimbal will be carried out in order to select the materials 

and electronic components necessary to control the roll and pitch rotation angle of a camera 

placed on a fixed-wing UAV. On the other hand, an algorithm will be developed using the 

Python programming language to detect and track the line of the sky that will allow control 

of the roll rotation angle from a set of images provided by a camera of a fixed-wing UAV of 

the ATA research group. 
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1. BACKGROUND / LITERATURE REVIEW 

In this chapter the definition of gimbal, its parts and the main Computer Vision algorithms 

that will be used to stabilize it will be developed. In addition, the basic concepts of image 

processing with OpenCV and Machine Learning are presented. 

1.1. Unmanned Aerial Vehicles 

An unmanned aerial vehicle (UAV) is an aircraft without any passengers controlled through 

electromechanical components. In recent years, these vehicles have been used for 

scientific and environmental applications. The two most common types include multi-rotor 

and fixed-wing [5]. 

1.1.1. Multi-rotor UAV 

A multi-rotor UAV as shown in Figure 1.1 is an aircraft that lifts thanks to the moments and 

forces generated by the rotors. Among the main advantages of using this aircraft is the ease 

of Vertical Takeoff and Landing (VTOL) and hover flight. In addition, autonomous flights can 

be carried out through control algorithms. On the other hand, they have the great 

disadvantage of flying at short times and distances at a low altitude, that is, their endurance 

is low [6]. 

 

Figure 1.1. Multi-rotor UAV 

(Source: [6]) 

1.1.2. Fixed-wing UAV 

A fixed-wing UAV as shown in Figure 1.2 is an aircraft that lifts thanks to the lift force 

generated by a rigid wing structure. Its thrust force is generated by the use of propellers or 

rotors located mainly on the sides or nose of the aircraft. Its main advantage is its high 

endurance, being able to cover large areas in just one flight. For this reason, the use of 

fixed-wing UAVs is preferred for research, mainly for environmental monitoring. On the 

other hand, its disadvantage is that the pilot must have great maneuverability to make a soft 

landing to prevent damage to electronic components [5]. 
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Figure 1.2. Fixed-wing UAV 

(Source: [6]) 

In aeronautics, 3 coordinate axes perpendicular to the aircraft's center of gravity and 3 

rotation angles that rotate through them are defined to control altitude and orientation during 

a flight. 

For a fixed-wing aircraft, the yaw angle is the rotational movement made by the aircraft with 

respect to the vertical axis perpendicular to it; the pitch angle is the rotation movement made 

by the aircraft with respect to the axis parallel to the wings of it, and the roll angle is the 

rotation movement made by the aircraft with respect to the axis that joins the nose and tail 

of the aircraft as shown in Figure 1.3 [7]. 

 

Figure 1.3. Fixed-wing aircraft rotations. 

(Source: [7]) 

1.2. Camera gimbals 

A gimbal is a mechanical device that by rotating its body through two or three pivot axes 

allows a camera to stabilize an image frame obtaining optimal and stable captures. These 

devices are commonly used for professional cameras, smartphones, or UAVs. They can 

range from simple designs such as a tripod or selfie stick, to electromechanical systems 

that use microprocessors and Inertial Measurement Units (IMU) sensors [8]. 

Currently, the use of gimbals for UAVs has reinvented the industry since an aircraft will 

always be exposed to wind forces and vibrations. The gimbal allows the images or videos 

captured by the camera have a high quality like the DJI brand that manufactures multi-rotor 
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UAVs with gimbals. In addition, to protect the camera and obtain less drag, they use 

aerodynamic structures like a sphere or bullet type as shown in Figure 1.4 [9]. 

 

Figure 1.4. Eo Camera Gimbal. 

(Source: [10]) 

1.2.1. Components of a gimbal for a UAV 

A gimbal for a UAV is mainly assembled with the following components: Mechanical system, 

control system, power supply, and camera. Figure 1.5 shows the main parts of a gimbal for 

UAVs. 

 

Figure 1.5. Digital EAGLE Camera Gimbal Parts.  

(Source: [11]) 

Mechanical system 

It is the structure where the camera will be placed, commonly with dampers to isolate 

vibrations. In addition, it has a mechanism that will allow movements of up to 3 degrees of 

freedom through roll-pitch-yaw rotation angles similar to those of an aircraft as shown in 

Figure 1.6 [12]. 
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Figure 1.6. Rotation for roll, pitch, and yaw angles. 

(Source: [13]) 

Rotation matrices are used to represent the rotation of a body in Euclidean space. 

Equations (1.1), (1.2), and (1.3) show the rotation matrices around the x, y, and z axes, 

respectively. 

𝑅𝑥(𝛼) = [1 0 00 cos 𝛼 − sin 𝛼0 sin 𝛼 cos 𝛼 ]                                              (1.1) 

𝑅𝑦(𝛽) = [ cos 𝛽 0 sin 𝛽0 1 0− sin 𝛽 0 cos 𝛽]                                              (1.2) 

𝑅𝑧(𝛾) = [cos 𝛾 − sin 𝛾 0sin 𝛾 cos 𝛾 00 0 1]                                              (1.3) 

The general rotation matrix R is shown in equation (1.4). 𝑅 =  𝑅𝑧(𝛾) 𝑅𝑦(𝛽) 𝑅𝑥(𝛼)                                           (1.4) 

𝑅 = [cos 𝛾 cos 𝛽 cos 𝛾 sin 𝛽 sin 𝛼 − sin 𝛾 cos 𝛼 cos 𝛾 sin 𝛽 cos 𝛼 + sin 𝛾 sin 𝛼sin 𝛾 cos 𝛽 sin 𝛾 sin 𝛽 sin 𝛼 + cos 𝛾 cos 𝛼 sin 𝛾 sin 𝛽 cos 𝛼 − cos 𝛾 sin 𝛼− sin 𝛽 cos 𝛽 sin 𝛼 cos 𝛽 cos 𝛼 ]  (1.5) 

Where: α        Roll angle [rad] β        Pitch angle [rad] γ        Yaw angle [rad]  
Given an arbitrary rotation matrix: 

𝑅 = [𝑟11 𝑟12 𝑟13𝑟21 𝑟22 𝑟23𝑟24 𝑟25 𝑟26]                                                  (1.6) 
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Assuming that 𝑟11 ≠ 0 and 𝑟33 ≠ 0. The equations to calculate the rotation angles Yaw, Pitch 

and Roll are shown in equations (1.7), (1.8) and (1.9) respectively. 𝛾 = tan−1 (𝑟21𝑟11)                                                    (1.7) 

𝛽 = tan−1 ( −𝑟31√𝑟322 +𝑟332 )                                                (1.8) 

𝛼 = tan−1 (𝑟32𝑟33)                                                 (1.9) 

Control system 

The control of a gimbal is determined by 3 elements: 

Sensor: It measures system disturbances. An IMU sensor as shown in Figure 1.7 is 

commonly used because it has 3 essential sensors included, these are an accelerometer, 

gyroscope, and magnetometer. 

The accelerometer measures linear acceleration through 3 perpendicular axes located at 

the center of gravity of the IMU sensor. In the vertical axis Z, there will always be an 

acceleration due to gravity of approximately 9.8 m/s2. The gyroscope measures angular 

velocity in degrees per second or revolutions per second (RPS). Finally, the magnetometer 

measures the magnetic field strength in Teslas (T) of the sensor with respect to the Earth 

[14]. 

 

Figure 1.7. IMU sensor. 

(Source: [15]) 

Processor: It receives the data measured by the sensor to execute a response through the 

actuators. A Drone Gimbal Control Unit (GCU) board as shown in Figure 1.8 is commonly 

used [16]. 
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Figure 1.8. Drone Gimbal Control Unit. 

(Source: [17]) 

Actuators: They allow the mechanical system to move due to the signals emitted by the 

processor. DC motors or servo motors can be used, but brushless as shown in Figure 1.9 

are commonly used [16]. 

 

Figure 1.9. Brushless Motor 

(Source: [18]) 

Power Supply 

Batteries supplies electrical energy through chemical energy to small aircraft. Generally, the 

battery used by the UAV as shown in Figure 1.10 is the one that supplies power to the 

gimbal. For the correct selection of a battery, it is necessary to consider the maximum 

consumption voltage, its capacity expressed in milliamp hours, its discharge rate, and its 

energy density [19]. 

 

Figure 1.10. UAV Battery. 

(Source: [20]) 

Camera 

A camera is an electronic device that has light sensors to produce images. An aircraft can 

use different types of cameras depending on its application. The most used cameras are 
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the action cameras that are not directly connected to the aircraft and store their own 

information on a SD card; GoPro cameras belong to this type as shown in Figure 1.11.  

On the other hand, the First View Person cameras (FVP) are directly connected to the 

aircraft control system to develop specific tasks such as target tracking; DJI brand cameras 

belong to this type [21]. 

 

Figure 1.11. Tarot GoPro Camera Gimbal. 

(Source: [22]) 

A camera works by transforming real-world 3D coordinates to 2D coordinates on a plane 

as shown in Figure 1.12. The coordinates of a plane in the real world (𝑥, 𝑦) are transformed 

to coordinates of an image (𝑢, 𝑣) by a homography matrix 𝐻 which is shown in equation 

(1.10) [23]. 

 

Figure 1.12. Homography matrix between a world plane and an image plane. 

(Source: [24]) 

 

   [𝑢𝑣1] = 𝐻 [𝑥𝑦1]                                                    (1.10) 
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The 3x3 homography matrix is the product of the intrinsic parameters of a camera (focal 

length, optical center) times its extrinsic parameters (rotation and translation matrix) which 

is shown in equation (1.11). 

   𝐻 = [ℎ11 ℎ12 ℎ13ℎ21 ℎ22 ℎ23ℎ31 ℎ32 ℎ33] = [𝑓 0 𝐶𝑥0 𝑓 𝐶𝑦0 0 1 ] [𝑟11 𝑟12 𝑡𝑥𝑟21 𝑟22 𝑡𝑦𝑟31 𝑟32 1 ]                             (1.11) 

   𝐶𝑥 = 𝑤𝑐2                                                         (1.12) 

   𝐶𝑥 = ℎ𝑐2                                                         (1.13) 

Where: 𝑟𝑖𝑗        Element from a rotation matrix [rad] f        Focal lenght (distance between the image plane and the focal point) [pixels] 𝑐𝑥         Optical center width [pixels] 𝑐𝑦        Optical center height [pixels] 𝑤𝑐         Width of the captured image [pixels] ℎ𝑐         Height of the captured image [pixels] 𝑡𝑥         Translation in x axis [pixels]  𝑡𝑦        Translation in y axis [pixels]  
1.2.2. Types of gimbals (Benchmarking) 

In this section, a review of gimbals for UAVs in the market is carried out to identify design 

improvements. 

Tarot ZYX T2D-10X gimbal 

It is a gimbal with 2 degrees of freedom (Pitch and Yaw) that can be used in both fixed-wing 

and multirotor UAVs. Can be installed normally or inverted (turned upside down). Its 

technical specifications are shown in Table 1.1. 
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Table 1.1. Technical specifications of the Tarot ZYX T2D-10X gimbal. 

Technical specifications of the Tarot ZYX T2D-10X gimbal 

 

Mechanical system 

Dimensions: 

70x81x109 mm 

Material: 

Composite material 

Weight: 

303 g 

Working 

Temperature: 

-10 ℃ to +60 ℃ 

Image stabilization 

accuracy:  

± 0.01° 

Controllable rotation 

range:  

Yaw Angle:  

±200° (Lock Mode) 

Pitch Angle:  

+30° to -120° (Normal 

installation) 

Control system 

Control Method: 

S.bus; Can; Serial 

Port 

Control Interface:  

Micro HDMI 

Actuators:  

Brushless Motors 

Power supply 

Working Voltage: 

12V-25 V 

Power: 

6.5 W 

Camera 

Lens: 

10x optical zoom f4.9-

49 mm 

Working Mode: 

Tacking pictures; 

recording 

Resolution: 

1920x1080 30 FPS 

Cost 699 USD 

(Source: [25]) 
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SKY EYE-36SZ 1080P 36X gimbal 

It is a gimbal with 3 degrees of freedom capable of surveillance, monitoring, inspection, and 

rescue applications. Its technical specifications are shown in Table 1.2. 

Table 1.2. Technical specifications of the SKY EYE-36SZ 1080P 36X gimbal. 

Technical specifications of the SKY EYE-36SZ 1080P 36X gimbal 

 

Mechanical system 

Dimensions: 

106x188x151.5 mm 

Material: 

Composite material 

Weight: 

945 g 

Image stabilization 

accuracy:  

± 0.01° 

Controllable rotation 

range:  

Pitch Angle:  

±90°  

Roll Angle:  

±45°  

Yaw Angle:  

±150° 

Control system 

Control Interface: 

PWM and serial 

command 

Sensor: 

1/1.9 inch 2.38 MP 

CMOS sensor 

Actuators:  

Brushless Motors 

 

Power supply 

Working Voltage: 

12V 

Power: 

≤6.6 W 

Camera 

Lens: 

36X optical zoom,12X 

digital zoom 

Working Mode: 

Tacking pictures; 
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recording; auto object 

tracking; geotagging; 

night vision capability  

Resolution:  

1080P 30 FPS 

Cost 4750 USD 

(Source: [26]) 

DJI ZENMUSE X5S gimbal 

It is a gimbal with 3 degrees of freedom manufactured exclusively for the DJI Inspire 2 

aircraft (multirotor UAV) which can be controlled through the DJI app. Its technical 

specifications are shown in Table 1.3. 

Table 1.3. Technical specifications of the DJI ZENMUSE X5S gimbal. 

Technical specifications of the DJI ZENMUSE X5S gimbal. 

 

Mechanical system 

Dimensions: 

140x98x132 mm 

Material: 

Composite material 

Weight: 

461 g 

Working 

Temperature: 

-20 °C to 40 °C 

Controllable rotation 

range:  

Pitch Angle:  

-130° to 40°  

Roll Angle:  

Control system 

Control Method:  

DJI GO 4 (App) 

Actuators:  

Brushless Motors 
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±320°  

Yaw Angle:  

±320° 

Power supply 

Aircraft DJI Inspire 2 

battery:  

6000 mAh 2S LiPo 

 

Camera 

Lens: 

DJI MFT 15 mm/1.7 

ASPH (it supports up 

to eight professional 

lenses) 

Working Mode: 

Tacking pictures; 

recording  

Resolution: 

5280×2970 

Cost 2049 USD 

(Source: [27]) 

1.3. Computer vision and OpenCV 

Computer Vision is a multidisciplinary field that uses digital image acquisition, processing, 

and analysis methods to produce numerical or symbolic information to accomplish a given 

task. OpenCV (Open-Source Computer Vision Library) is an open-source image processing 

library created by Intel in 2000. The algorithms in this library can be run in programming 

languages such as Python and allow to solve Computer Vision problems [12]. 

Using the OpenCV shape function we can access the properties of an image. The function 

returns a tuple with the rows (pixel height), columns (pixel width), and channels of the image. 

The channels represent the composition of colors that an image has; in the case of an RGB 

image (Red, Green, and Blue) it is 3, and in the case of gray scale it is 1. The pixel of an 

image can be accessed by its row and column coordinates. For an RGB pixel, the returned 

value is an array of three values between 0 and 255, which are the intensity of the red, 

green, and blue colors, respectively. For a grayscale pixel, only a value of intensity between 

0 and 255 is returned; 0 is black and 255 is white [28]. 

On the other hand, graphic programs also work with another color model such as HSV (Hue, 

Saturation and Value) due to the advantage of adjusting a color by its brightness and 

saturation, being more similar to the perception of color by the human eye. In OpenCV the 

Hue value is between 0 and 180, the Saturation between 0 and 255 and the Value 

(brightness) between 0 and 255 [29]. The RGB and HSV color models can be represented 

by a cube and a cylinder, respectively, as shown in Figure 1.13. 
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Figure 1.13. RGB Cube and HSV Cylinder. 

(Source: [30]) 

This section will explain the main algorithms used for the gimbal stabilization. 

1.3.1. Feature detection 

Feature Detection is a branch of Computer Vision widely used for target detection and 

camera calibration. A feature is a piece of information of an image that can be detected as 

corners, edges, lines, etc. Once a point of interest is identified, it is described according to 

its neighboring pixels that there is no sudden change of properties such as its brightness. 

Finally, matching is applied, which consists of comparing the feature points of two or more 

images of the same scene [31]. 

SIFT, SURF, and ORB libraries 

SIFT (Scale Invariant Feature Transform), SURF (Speeded Up Robust Feature), and ORB 

(Oriented FAST and Rotated BRIEF) are OpenCV libraries that allow the detection, 

description and matching of features. SIFT and SURF have the advantage of detecting 

more feature points than ORB, however, ORB is faster [32]. 

In addition, this algorithm usually works together with the Image Stitching algorithm, which 

consists of applying the concept of the homography matrix as shown in Figure 1.14 to 

project an image on another and obtain an enlarged image. This process is applied in 

panoramic photography. An example of using the SIFT and Image Stitching algorithms is 

shown in Figure 1.15. 
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Figure 1.14. Homography matrix between two image planes. 

(Source: [24]) 

 

 

 

Figure 1.15. SIFT and Image Stitching algorithms. 

(Source: [31]) 

Canny Edge Detection library 

To explain how the edge detection algorithm works, it is necessary to explain what a kernel 

matrix is. A kernel is a square convolution matrix of odd order which is widely applied for 

image filters. The center value of the kernel matrix is multiplied by the intensity value of the 

image pixel to which the filter is applied. Furthermore, the other values of the matrix will be 

multiplied by their corresponding pixel intensities of the image. The sum of all the final 

values replaces the intensity value of the current pixel. This process is shown in equation 

(1.14) and Figure 1.16. The result of applying this process to all image pixels is called a 

convolved image [33].  
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Figure 1.16. Kernel example. 

(Source: [34]) 

𝐼′ = 𝐾 ∗ 𝐼 = [ 𝑥11 ⋯ 𝑥1𝑛⋮ ⋱ ⋮𝑥𝑚1 ⋯ 𝑥𝑚𝑛] ∗ [ 𝑦11 ⋯ 𝑦1𝑛⋮ ⋱ ⋮𝑦𝑚1 ⋯ 𝑦𝑚𝑛] = ∑ ∑ 𝑥(𝑚−𝑖)(𝑛−𝑗)𝑦(1+𝑖)(1+𝑗)𝑛−1𝑗=0𝑚−1𝑖=0    (1.14) 

Where: 𝐼′        Pixel intensity from the center of the image matrix  𝐾        Kernel matrix 𝐼        Image matrix ∗         Convolution operator 𝑥𝑚𝑛        Kernel matrix element 𝑦𝑚𝑛        Image pixel intensity  
The 3x3 kernel matrix for applying a Gaussian blurring filter can be approximated as shown 

in equation (1.15). 

𝐾 = 116 [1 2 12 4 21 2 1]                                                 (1.15) 

OpenCV has many filters. For blurring images, the median filter (cv.MedianBlur), the 3x3 

Gaussian filter, the 5x5 Gaussian filter (cv.GaussianBlur) as shown in Figure 1.17, the 

bilateral filter (cv.bilateralFilter), and a custom kernel filter (cv.filter2D) are mainly used [35]. 
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Figure 1.17. Gaussian Blurring. 

(Source: [35]) 

Canny Edge Detection is a library available in OpenCV that allows identifying edges 

(boundaries) of regions of interest in an image. The process consists of transforming the 

image into gray scale, then the noise in the image is removed by applying a Gaussian filter 

to calculate the gradient magnitude of each pixel as shown in equation (1.16). After that, 

false edges that are not in the direction of the gradient shown in the equation (1.17) are 

removed. Finally, an image processing known as Hysteresis Thresholding is applied. An 

example of this algorithm is shown in Figure 1.18 [36]. 

𝐺 = √𝐺𝑥2 + 𝐺𝑦2                                                 (1.16) 

Θ = tan−1 (𝐺𝑦𝐺𝑥)                                                  (1.17) 

𝐺𝑥 and 𝐺𝑦 are the intensity of the gradient in the x and y directions, respectively, and are 

calculated using equations (1.18) and (1.19). 𝐺𝑥 = 𝐾𝐴 ∗ 𝐼                                                     (1.18) 𝐺𝑦 = 𝐾𝐵 ∗ 𝐼                                                     (1.19) 

Where: 𝐾𝐴        X − Direction Sobel Kernel Matrix 𝐾𝐵        Y − Direction Sobel Kernel Matrix 𝐼        Image matrix ∗         Convolution operator 𝐾𝐴 and 𝐾𝐵 are called Kernel Sobel matrices which are shown in equations (1.20) and (1.21), 

respectively. 
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𝐾𝐴 = [−1 0 +1−2 0 +2−1 0 +1]                                                (1.20) 

𝐾𝐵 = [+1 +2 +10 0 0−1 −2 −1]                                               (1.21) 

 

Figure 1.18. Canny Edge Detection algorithm. 

(Source: [37]) 

Hysteresis threshold image processing identifies if an edge is really an edge. For this, the 

magnitude of the calculated pixel gradient is compared between a maximum and minimum 

threshold value (relative image lightness). If the gradient is greater than the maximum 

threshold value, it is considered an edge. If the gradient is less than the minimum threshold 

value, it is not considered an edge [38]. 

1.3.2. Curve fitting algorithm 

Curve Fitting is an optimization problem to get a line in a plane that best fits an arbitrary 

data collection as shown in Figure 1.19. The least squares method is a numerical analysis 

technique applied to curve fitting that minimizes the sum of the squares of the residuals 

(difference between an arbitrary value and a fixed value provided by a model) to find a 

continuous function [39]. 

 

Figure 1.19. Curve Fitting. 

(Source: [39]) 

To fit the data to a straight line as shown in equation (1.22), linear regression equations 

(1.23) and (1.24) are considered. 
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𝑌 = 𝑎𝑋 + 𝑏 + 𝜖                                                (1.22) 

𝑎 = ∑ (𝑥𝑖𝑦𝑖)𝑛𝑖=1 −𝑛�̅��̅�∑ (𝑥𝑖2)𝑛𝑖=1 −𝑛�̅�2                                                  (1.23) 

𝑏 = �̅� − 𝑎�̅�                                                   (1.24) 

Where: 𝑎        Slope  𝑏        y − axis intersection 𝜖        Error 𝑛        Number of values  �̅�        Mean of x values 

�̅� = ∑ 𝑥𝑖𝑛𝑖=1𝑛                                                       (1.25) �̅�        Mean of y values 

�̅� = ∑ 𝑦𝑖𝑛𝑖=1𝑛                                                       (1.26) 

1.3.3. Machine Learning 

Machine Learning is a branch of artificial intelligence that allows machines to learn patterns 

from input data to obtain output predictions without programming it. The "learning" process 

is called training, which provides the machine with input data and its desired outputs (ground 

truths). For this, Machine Learning uses Artificial Neural Networks (ANN). 

There are three types of machine learning. The first is supervised learning, which consists 

of each input data being paired with its corresponding known classification label. The 

second is unsupervised learning, which consists of the algorithm learning only from its 

trained input data by finding similarities. The third is semi-supervised learning where part of 

the data is labeled and other parts are unlabeled [40]. 

Artificial Neural Network (ANN) 

An artificial neuron is a mathematical function shown in equation (1.27) that resembles the 

process of biological neurons. The structure of an artificial neuron is shown in Figure 1.20 

[41]. 𝑍 = 𝑓(𝑏 + ∑ (𝑊𝑖𝑋𝑖𝑚𝑖=1 ))                                             (1.27) 
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Where: 𝑋𝑖         Inputs (Values between 0 and 1) 𝑍        Output (Values between 0 and 1)  𝑊𝑖        Weights  𝑏        Bias  𝑓        Activation Function  

 

Figure 1.20. ANN structure. 

(Source: [42]) 

The weight of a neuron allows the model to learn. The bias term allows the model to adjust 

to the activation function. Initially, the neurons have random values of weights and bias. 

During the first iteration, the neural network can predict the class to which the trained data 

belongs; this process is called forward propagation. On the other hand, the weight and bias 

values will be adjusted for each cycle that is repeated; this process is called 

backpropagation [41]. 

The clustered and connected set of artificial neurons is called an Artificial Neural Network 

(ANN), and its structure for a supervised learning is shown in Figure 1.21. A neural network 

model can improve its performance by parameters that can be entered manually, also called 

hyperparameters. These are: The number of layers, activation function, optimizer, lost 

function, epoch, batch size, and learning rate [43]. 

 

Figure 1.21. Layers of a supervised learning Artificial Neural Network. 

(Source: [41]) 
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Number of layers 

A layer of a neural network consists of neurons. There are three types of layers:  

• Input layer: It receives the training input data. Its inputs are equal to its neurons. 

• Hidden layer: It is responsible for improving the performance of the neural network. 

Hidden layers can be one or more in number. 

• Output layer: This layer returns the results of the training of the neural network. For 

a classification problem, its neurons are equal to its outputs [41].   

Activation Function 

They are used by each neuron in the network and indicate when a neuron turns on or off, 

depending on which activation function is used. The most used activation functions are 

Sigmoid and ReLU (Rectifier Linear Unit) as shown in Figure 1.22 [43]. 

 

Figure 1.22. Sigmoid and ReLU activation functions. 

(Source: [44]) 

Optimizer 

It is an algorithm in charge of optimizing the neural network. The most used is Adam [43]. 

Loss Function 

This parameter, also called Cost Function, shows whether the neural network is performing 

well or not. This function is minimized when the backpropagation process is performed. For 

classification problems, the Cross Entropy function is used. When the number of classes 

(targets or categories) equals 2, cross-entropy can be calculated as shown in equation 

(1.28) [45]. 𝐶𝐸 = −(𝑦 log(𝑝) + (1 − 𝑦) log(1 − 𝑝))                                 (1.28) 

Where: 𝐶𝐸        Cross − entropy loss function 𝑦        Ground Truth probability (0 or 1)  
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𝑝        Class probability (Activation Funciton)  
Epoch 

It is the number of times the forward propagation and backpropagation algorithms are 

executed, passing all the training data through the neural network [46]. 

Batch size 

It is the number of data that each epoch has [46]. 

Step 

It indicates the number of steps to execute on the input data as shown in equation (1.29) 

[46]. 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑡𝑒𝑝𝑠 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑝𝑢𝑡 𝑑𝑎𝑡𝑎𝐵𝑎𝑡𝑐ℎ 𝑆𝑖𝑧𝑒                                  (1.29) 

Iterations 

One iteration corresponds to each time a batch of data is passed through the neural network 

as shown in equation (1.30) [46]. 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑝𝑜𝑐ℎ𝑠𝐵𝑎𝑡𝑐ℎ 𝑆𝑖𝑧𝑒                                  (1.30) 

Learning rate 

The learning rate indicates how much the value of the weights of a network is adjusted with 

respect to its loss gradient as shown in equation (1.31).  𝑊′ = 𝑊 − 𝑎 𝜕𝜕𝑊 𝐽(𝑊)                                           (1.31) 

Where: 𝑊′        New Weight  𝑊        Old Weight  𝑎        Learning rate  𝐽        Loss Function  
The learning results of a neural network are determined by the learning rate curve shown 

in Figure 1.23, and through the validation and training curves shown in Figure 1.24 [47]. 
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Figure 1.23. Learning rate curves. 

(Source: [48]) 

 

Figure 1.24. Loss and accuracy curves of a learning neural network. 

(Source: [47]) 

Convolutional Neural Network (CNN) 

A convolutional neural network (CNN) is a type of supervised learning artificial neural 

network that uses images as inputs. The network works with the pixels of an image, 

therefore their intensity values ranging from 0 to 255 are normalized to values from 0 to 1 

that a neural network can identify. 

Convolutions consist of taking pixels from an image and multiplying them by a set of kernel 

matrices, also called filter. Then an activation function is applied, the most common for CNN 

is ReLU. The set of output matrices of each convolution is called feature mapping, which is 

a hidden layer of neurons. The first hidden layer can identify simple features like lines or 

points and the last hidden layer can identify more complex features like objects [49]. 

Working with image pixels, a very large number of matrices can be obtained. For this 

reason, it is necessary to do a subsampling, which reduces the size of the filtered image, 

prevailing the most important features detected by each filter. There are different types of 

subsampling, the most used is called Max-Pooling. Finally, the Softmax function is applied 

to the last layer, connects the number of neurons with their classes. The structure of a 

convolutional neural network is shown in Figure 1.25 [49].  
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Figure 1.25. CNN example. 

(Source: [50]) 

Image Segmentation based on Convolutional Neural Network 

Image Segmentation is a Computer Vision technique that partitions an image into multiple 

segments allowing easy analysis of it. There are many algorithms that allow segmenting an 

image, however, due to the advantage of being applied in real time, a Convolutional Neural 

Network is used [51]. 

"U-Net: Semantic Segmentation" is a neural network used for multiclass segmentation of 

images with their corresponding masks (ground truths) as shown in Figure 1.26. This 

network uses the Python programming language and PyTorch as a framework. Figure 1.27 

shows the architecture of this CNN [52]. 

 

Figure 1.26. U-Net Image Segmentation. 

(Source: [53]) 

 

Figure 1.27. U-Net Architecture. 

(Source: [52]) 
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2. METHODOLOGY 

This chapter develops the methodology of this thesis project is based on Carles Riba's 

Concurrent Design Methodology [54]. As shown in Figure 2.1, the methodology has been 

divided into 5 stages: Definition of the gimbal, conceptual design, materialization design, 

detailed design, and results. 

 

Figure 2.1. Methodology. 

(Source: Own) 

2.1. Gimbal Definition 

To ensure that the user's requirements are considered as a priority in the definition of the 

gimbal, a Quality Function Deployment (QFD) is established. A QFD is a structured and 

systematic process to translate the requirements and desires of the user (user’s voice) into 

technical or engineering requirements (engineer’s voice) [54]. 
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2.1.1. User’s Voice and Engineer’s Voice 

Professors and researchers from the ATA research group at EPN and the EAVISE research 

group at KU Leuven are the user’s voice. These ones are translated to the engineer’s voice 

as show in the Table 2.1. 

Table 2.1. User's voice and Engineer's Voice 

User requirements 

User’s voice Engineer’s voice 

The gimbal mechanism must have 2 degrees 

of freedom (Pitch and Roll) 
Degrees of freedom 

Stabilize the Roll angle using Computer Vision Algorithm Working Mode [Hz] 

Have a wide rotation range Angle rotation range [°] 

Low cost Life cycle cost [USD] 

Low weight Gimbal weight [Kg] 

Small gimbal Gimbal dimensions [mm] 

The aerodynamics of the gimbal must not 

affect the flight of the UAV 
Drag Coefficient  

Low power consumption Voltage [V]; Capacity [mAh] 

Easy to assemble Number of mechanical components 

(Source: Own) 

2.1.2.  QFD Matrix 

The QFD matrix shown in Figure 2.2 converts user requirements into technical product 

specifications. The matrix follows these steps: 

1. User’s voice and engineer’s voice: It summarizes the user requirements which 

are shown in Table 2.1. 

2. Competitiveness analysis: It describes, according to the user, the degree of 

satisfaction of the existing products on the market. For this section, the gimbals in 

Table 1.1 and Table 1.2 will be taken as reference. 

3. Correlations: It indicates the relationship between the user's voice and the 

engineer's voice. 

4. Technical comparison: It compares the product to be manufactured with products 

from other companies. 

5. Technical commitments: Establishes the potential commitments of the technical 

characteristics of the product. 
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Figure 2.2. QFD matrix. 

(Source: Own) 

The requirements of the engineer’s voice with the highest incidence in the calculated QFD 

matrix are: The stabilization using a Computer Vision algorithm (16.1%), the number of 

degrees of freedom of the gimbal (15.1%), the angle rotation range (11.8%), and the cost 

of the product (11.3%). Furthermore, the stabilization algorithm has the strongest positive 

correlation in the calculated QFD Matrix. Therefore, the gimbal system will be design on 

meeting these requirements, giving more priority to the Computer Vision algorithm. 

2.1.3. Gimbal Technical Specifications 

Table 2.2 shows the technical specifications of the gimbal taken from the results of the QFD 

matrix. 
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Table 2.2. Gimbal Technical Specifications 

Client company: ATA Research 

Group and EAVISE Research Group Product: Computer vision-controlled gimbal for a fixed-

wing UAV Designer:  

Ariel Patricio Herrera Aguiar 

Specifications 

Concept 
Who 

proposes 
R/D Description 

Degrees of freedom C R 
The gimbal mechanism must have 2 degrees 

of freedom (Pitch and Roll). 

Angle rotation range E MR Roll angle ≈ ± 45°; Pitch angle ≈ ± 45° 

Computer Vision 

algorithm 
C R 

Roll angle must be stabilized by computer 

vision algorithms at 30 Hz 

Cost C R Maximum budget: 1000 USD 

Weight C MR ≤ 500 g 

Dimensions C+E R < 160x160x160 mm 

Drag Coefficient  C+E MR Bullet (0.295) / Sphere (0.5) 

Voltage C R < 14.8 V 

Capacity C R < 8000 mAh 

Number of mechanical 

components 
E D ≤ 10 

C=Client; E=Engineering; R=Requirement; MR=Modify Requirement; D=Desire 

(Source: Own) 

2.2. Conceptual Design 

In this design phase, a conceptual model of the gimbal will be obtained. 

2.2.1. Functional analysis of the gimbal 

The functional analysis identifies all the functions that the gimbal must perform to stabilize 

its roll angle using Computer Vision algorithms. According to a hierarchical order, the 

functions are divided into levels and their input and output flows are established as shown 

in Figure 2.3, 2.4 and 2.5. 

Level 0. 

 

Figure 2.3. Level 0 of the functional structure. 

(Source: Own) 
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Level 1. 

 

Figure 2.4. Level 1 of the functional structure. 

(Source: Own) 

Level 2. 

 

Figure 2.5. Level 2 of the functional structure. 

(Source: Own) 

2.2.2. Module Definition 

Based on the functional structure, the modular structure is established, which groups the 

gimbal functions into blocks to facilitate design analysis as shown in Figure 2.6. 
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Figure 2.6. Modular structure. 

(Source: Own) 

2.2.3. Find and evaluate solution principles 

In this section, alternatives are evaluated using qualitative criteria to fulfill the functions of 

each module. The evaluation is performed using the corrected weighted criteria ordinal 

method shown in Table 2.3. The solution principle with the highest score will be chosen. 

Table 2.3. Corrected weighted criteria ordinal method. 

Rating Description 

1 If the criterion of the rows is higher (or better <) than that of the columns 

0.5 If the criterion of the rows is equivalent (=) that that of the columns 

0 If the criterion of the rows is lower (or worse <) than that of the columns 

(Source: Own) 

2.2.3.1. Control module solution principles and evaluation 

Table 2.4 shows the solutions and alternatives for the control module.  
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Table 2.4. Solution alternatives for the control module. 

Function Solution for functions 

Send orientation, velocity, and 

gravitational force data 

 

 

 

Take input images 

 

 

Process received data 

 

 

Convert electrical energy into 

torque 

 

 

Alternative solutions 

(Source: Own) 

Detailed solutions for each function are shown below. 

Send orientation, velocity, and gravitational force data: 

The IMU sensor is the only solution for this function because it combines three sensors 

which are the magnetometer, accelerometer, and gyroscope. For this design, an 

ADAFRUIT BNO055 IMU sensor with 9 degrees of freedom has been chosen, as shown in 

Figure 2.7. This sensor works with open-source codes, throwing data instantly. 

 

Figure 2.7. 9-DOF Absolute Orientation IMU Fusion Breakout. 

(Source: [15]) 
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Take input images: 

There are two solutions to capture images for the control system with advantages and 

disadvantages as shown in Table 2.5. 

Table 2.5. Solutions to “Take input images”. 

Solutions Advantages Disadvantages Figure 

GoPro 

Camera 

The quality of 

captured images is 

quite good, its USB 

connection makes it 

easy to assemble. 

It is expensive, its 

weight is higher, it 

can be difficult to 

control for 

Computer Vision 

applications. 
 

Raspberry 

Pi Camera 

It is light, its price is 

low, it can be used for 

Computer Vision 

applications, and it is 

easy to control. 

Its Camera Serial 

Interface (CSI) 

cable cannot be 

very long. It would 

be necessary to 

look for an 

extension. 
 

(Source: [55] [56]) 

Process received data: 

This is a very important function because it requires a processor that allows working with 

images and video in real time. There are 2 solutions for this function which are shown in 

Table 2.6. This processor will be connected to an OpenCR board as shown in Figure 2.8 

which works as a voltage regulator and will control the gimbal motors. 

 

Figure 2.8. OpenCR1.0 controller. 

(Source: [57]) 
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Table 2.6. Solutions to “Process received data”. 

Solutions Advantages Disadvantages Figure 

Jetson 

Nano 

It has a dedicated 

NVIDIA GPU to work 

with images and 

video in real time, its 

processing speed is 

very good, it is 

compatible with 

Raspberry Pi 

accessories, it has 

ventilation to avoid 

overheating. 

It is expensive, 

and it is difficult to 

acquire it in 

Ecuador. 

 

Raspberry 

Pi 

It is light, cheap, its 

offline image 

processing is good, 

and it is easy to 

acquire it in Ecuador. 

It overheats 

easily, its video 

processor is 

insufficient for 

complex 

Computer Vision 

tasks. 
 

(Source: [58] [59]) 

Convert electrical energy into torque: 

The actuators that can fulfill this function are motors. Table 2.7 shows 2 types of motors 

commonly used by a gimbal with their advantages and disadvantages. 

Table 2.7. Solutions to “Convert electrical energy into torque”. 

Solutions Advantages Disadvantages Figure 

Servomotors 

It allows easy control of 

its speed, position, and 

torque. It is highly 

functional and high 

performance. 

Its weight is 

higher, and it is 

expensive. 
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Brushless 

motors 

It is light, cheap, 

compact, it has stable 

speed control. 

Its control can be 

complicated 

since we can 

only control its 

speed.  

(Source: [60] [61]) 

 

To choose an alternative solution, the following criteria are formulated: 

• Friendly environment that allows an easy and correct interaction between the 

hardware components and the Computer Vision algorithms. 

• High processing capacity since the algorithms will use a lot of computational 

resources. 

• Avoid overheating to prevent burning of hardware components. 

• Compact since the hardware components must be adapted to the payload of the 

UAV and the maximum volume of its fuselage. 

Using the corrected weighted criteria ordinal method, we proceed to evaluate each criterion 

and select the best alternative solution for the control module as shown in the following 

tables: 

Table 2.8. Evaluation of the specific weight of each criterion. 

High processing capacity > Friendly environment > Avoid overheating = Compact 

Criterion 

High 

processing 

capacity 

Friendly 

environment 

Avoid 

overheating 
Compact ∑ +1 Weight 

High 

processing 

capacity 

 0.5 1 1 3.5 0.35 

Friendly 

environment 
0.5  0.5 1 3 0.30 

Avoid 

overheating 
0.5 0  0.5 2 0.20 

Compact 0 0 0.5  1.5 0.15 

    Total 10 1.00 

(Source: Own) 
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Table 2.9. Evaluation of the specific weight of the “High processing capacity” criterion. 

Alternative 1 = Alternative 2 > Alternative 3 

High 

processing 

capacity 

Alternative 1 Alternative 2 Alternative 3 ∑ +1 Weight 

Alternative 1  0.5 1 2.5 0.42 

Alternative 2 0.5  1 2.5 0.42 

Alternative 3 0 0  1 0.16 

   Total 6 1.00 

(Source: Own) 

Table 2.10. Evaluation of the specific weight of the “Friendly environment” criterion. 

Alternative 1 > Alternative 3 > Alternative 2 

Friendly 

environment 
Alternative 1 Alternative 2 Alternative 3 ∑ +1 Weight 

Alternative 1  1 1 3 0.50 

Alternative 2 0  0 1 0.17 

Alternative 3 0 1  2 0.33 

   Total 6 1.00 

(Source: Own) 

Table 2.11. Evaluation of the specific weight of the “Avoid overheating” criterion. 

Alternative 1 > Alternative 2 > Alternative 3 

Avoid 

overheating 
Alternative 1 Alternative 2 Alternative 3 ∑ +1 Weight 

Alternative 1  1 1 3 0.50 

Alternative 2 0  1 2 0.33 

Alternative 3 0 0  1 0.17 

   Total 6 1.00 

(Source: Own) 

Table 2.12. Evaluation of the specific weight of the “Compact” criterion. 

Alternative 3 > Alternative 1 > Alternative 2 

Compact Alternative 1 Alternative 2 Alternative 3 ∑ +1 Weight 

Alternative 1  1 0 2 0.33 

Alternative 2 0  0 1 0.17 

Alternative 3 1 1  3 0.50 

   Total 6 1.00 

(Source: Own) 
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Table 2.13. Evaluation of conclusions of the control module. 

Conclusions 

High 

processing 

capacity 

Friendly 

environment 

Avoid 

overheating 
Compact ∑ Priority 

Alternative 1 0.35*0.42 0.30*0.50 0.20*0.50 0.15*0.33 0.397 1 

Alternative 2 0.3*0.17 0.35*0.42 0.20*0.33 0.15*0.17 0.264 2 

Alternative 3 0.3*0.33 0.35*0.16 0.20*0.17 0.15*0.50 0.189 3 

(Source: Own) 

According to the results obtained in Table 2.15, Alternative 1 is determined as a priority for 

the control module. Figure 2.9 shows a schematic of Alternative 1. 

 

Figure 2.9. Hardware setting schematic. 

(Source: Own) 

2.2.3.2. Structural module solution principles and evaluation 

Table 2.14 shows the solutions and alternatives for the structural module.  

Table 2.14. Solution alternatives for the structural module. 

Function Solution for functions 

Hold and protect processor 

 

 

 

Hold and protect camera and 

IMU sensor 

 

 

Avoid UAV vibrations 
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Move camera 

 

 

 

Alternative solutions 

(Source: Own) 

Detailed solutions for each function are shown below. 

Hold and protect processor: 

The boards used to control the gimbal will be located inside the fuselage of the UAV to 

protect them. Only one solution is presented for this function given the dimensions of the 

UAV fuselage consisting of a case as shown in Figure 2.10. 

 

Figure 2.10. Case. 

(Source: Own) 

Hold and protect camera and IMU: 

As solutions for this function, 2 aerodynamic profiles were chosen with a low drag coefficient 

that will not affect the aerodynamics of the UAV. Their advantages and disadvantages are 

shown in Table 2.15. 

Table 2.15. Solutions to “Hold and protect camera and IMU”. 

Solutions Advantages Disadvantages Figure 

Bullet 

aerodynamic 

profile 

Its manufacture 

allows it to easily 

place the 

camera and the 

IMU sensor 

inside.  

Its drag coefficient 

is 0.295, greater 

than a small 

sphere.  
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Sphere 

aerodynamic 

profile 

For a small 

sphere its drag 

coefficient is 

0.07. 

Its manufacture is 

complicated to 

place the camera 

and the IMU 

sensor inside.  

(Source: [62]) 

Avoid UAV vibrations: 

All gimbals use an anti-vibration plate with rubber dampers to avoid UAV vibrations; 

therefore, it is the only solution that is presented for this function as shown in Figure 2.11. 

 

Figure 2.11. Gimbal anti-vibration plate. 

(Source: Own) 

Move camera: 

Two mechanisms that use gimbals to move their camera are shown in Table 2.16. 

Table 2.16. Solutions to “Move camera”. 

Solutions Advantages Disadvantages Figure 

Belt and 

pulley 

mechanism 

It is safer 

because the 

motors are 

placed inside 

the gimbal 

structure. 

It is heavier 

because it uses 

more mechanical 

elements. This 

type of 

mechanism limits 

the range of the 

roll rotation angle. 
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Three link 

mechanism 

It is compact, it 

is light, it is 

easy to 

manufacture, it 

allows a 

greater range 

of rotation in 

roll and pitch. 

It is not safe 

enough because 

the structure does 

not protect the 

motors.  

(Source: [63]) 

To choose an alternative solution, the following criteria are formulated: 

• Have a wide-angle rotation range since it will allow a better visualization during flight 

tests. 

• The structure must be safe since the electronic components will be placed there. 

• Have a low weight due to the maximum payload of the UAV. 

• Easy manufacturing since it will save time for the assembly of the prototype. 

Using the corrected weighted criteria ordinal method, we proceed to evaluate each criterion 

and select the best alternative solution for the structural module as shown in the following 

tables: 

Table 2.17. Evaluation of the specific weight of each criterion. 

Wide angle rotation range > Safe > Low weight > Easy manufacturing 

Criterion 
Wide angle 

rotation range 
Safe 

Low 

weight 

Easy 

manufacturing 
∑ +1 Weight 

Wide angle 

rotation range 
 1 1 1 4 0.40 

Safe 0  1 1 3 0.30 

Low weight 0 0  1 2 0.20 

Easy 

manufacturing 
0 0 0  1 0.10 

    Total 10 1.00 

(Source: Own) 
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Table 2.18. Evaluation of the specific weight of the “Wide angle rotation range” criterion. 

Alternative 2 = Alternative 3 > Alternative 1 

Wide angle 

rotation range 
Alternative 1 Alternative 2 Alternative 3 ∑ +1 Weight 

Alternative 1  0 0 1 0.16 

Alternative 2 1  0.5 2.5 0.42 

Alternative 3 1 0.5  2.5 0.42 

   Total 6 1.00 

(Source: Own) 

Table 2.19. Evaluation of the specific weight of the “Safe” criterion. 

Alternative 1 > Alternative 2 = Alternative 3 

Safe Alternative 1 Alternative 2 Alternative 3 ∑ +1 Weight 

Alternative 1  1 1 3 0.50 

Alternative 2 0  0.5 1.5 0.25 

Alternative 3 0 0.5  1.5 0.25 

   Total 6 1.00 

(Source: Own) 

Table 2.20. Evaluation of the specific weight of the “Low weight” criterion. 

Alternative 2 = Alternative 3 > Alternative 1 

Low weight Alternative 1 Alternative 2 Alternative 3 ∑ +1 Weight 

Alternative 1  0 0 1 0.16 

Alternative 2 1  0.5 2.5 0.42 

Alternative 3 1 0.5  2.5 0.42 

   Total 6 1.00 

(Source: Own) 

Table 2.21. Evaluation of the specific weight of the “Easy manufacturing” criterion. 

Alternative 2 > Alternative 3 > Alternative 1 

Compact Alternative 1 Alternative 2 Alternative 3 ∑ +1 Weight 

Alternative 1  0 0 1 0.17 

Alternative 2 1  1 3 0.50 

Alternative 3 1 0  2 0.33 

   Total 6 1.00 

(Source: Own) 
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Table 2.22. Evaluation of conclusions of the structural module. 

Conclusions 

Wide angle 

rotation 

range 

Safe 
Low 

weight 

Easy 

manufacturing 
∑ Priority 

Alternative 1 0.40*0.16 0.30*0.50 0.20*0.16 0.10*0.17 0.263 3 

Alternative 2 0.40*0.42 0.30*0.25 0.20*0.42 0.10*0.50 0.377 1 

Alternative 3 0.40*0.42 0.30*0.25 0.20*0.42 0.10*0.33 0.36 2 

(Source: Own) 

According to the results obtained in Table 2.22, Alternative 2 is determined as a priority for 

the mechanical module. Figure 2.12 shows a CAD schematic of Alternative 2. 

 

Figure 2.12. Structural module schematic. 

(Source: Own) 

2.2.3.3. Morphological diagram of the solution for the gimbal. 

The final solution obtained is shown in Table 2.23. Figure 2.13 shows a CAD model 

assembling the control and structural modules. 

Table 2.23. Selected solutions for each gimbal module. 

Modules Alternatives 

Control Module 

 

 
Structural Module 

(Source: Own) 
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Figure 2.13. Gimbal concept model. 

(Source: Own) 

2.3. Materialization Design 

This stage aims to develop the Computer Vision algorithm of the gimbal, select its hardware 

components, select its material, and establish the dimensions of its mechanical components 

to translate them into an assembly drawing. 

2.3.1. Computer Vision algorithm programming 

The methodology of the Computer Vision stabilization algorithm shown in Figure 2.14 is 

based on detecting the sky line from an outdoor image dataset and tracking it to compensate 

the roll rotation angle, which is the one that presents the greatest instability during a UAV 

flight. The algorithm will be programmed using Python language, and it will be simulated for 

a video (image dataset) captured in the Antisana Ecological Reserve by a GoPro camera 

without stabilization placed on a fixed-wing UAV of the ATA research group as shown in 

Figure 2.15. 
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Figure 2.14. Computer Vision algorithm methodology. 

(Source: Own) 

 

 

Figure 2.15. Input and desired output of the stabilization algorithm. 

(Source: Own) 



 

45 

 

2.3.1.1. Sky line detection algorithm 

Two options are proposed for this algorithm:  

1. Feature detection using OpenCV libraries such as SIFT, SURF, ORB, and Canny 

Edge Detection. 

2. Image Segmentation using the U-Net Convolutional Neural Network. 

Feature detection algorithm using OpenCV libraries 

Figure 2.16 shows the results applying the SIFT, SURF and ORB libraries to detect the sky 

line. SIFT and SURF are very noisy; ORB on the other hand identifies few features. The 

programmed code is shown in Appendix I, at the end of this thesis. 

 

Figure 2.16. SIFT, SURF, and ORB features. 

(Source: Own) 

Using the Canny Edge Detection library with different filters, the results shown in Figure 

2.17 are obtained. The Blur filter and the Bilateral filter present a better distribution of the 

edges; however, the line of the sky still cannot be isolated. The programmed code is shown 

in Appendix II, at the end of this thesis. 
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Figure 2.17. Canny Edge Detection library. 

(Source: Own) 

Given that the Canny Edge Detection library takes RGB images as input data to transform 

them into grayscale, it was decided to first transform the RGB images into HSV to increase 

the color intensity of the image to be able to better detect the sky line. The results applying 

different filters are shown in Figure 2.18. The Median Blur filter was able to isolate the sky 

line, however, the library also detects the edges of the clouds. 
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Figure 2.18. Canny Edge Detection library using HSV images. 

(Source: Own) 

Image Segmentation using the U-Net Convolutional Neural Network 

To train the neural network, the Skyfinder Dataset [64] is used, which has 90000 labeled 

outdoor images taken at different times and seasons of the year. The dataset has 50 

different scenarios with their respective masks that segment the sky and the ground, as 

shown in Figure 2.19. 
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Figure 2.19. Skyfinder Dataset. 

(Source: [64]) 

The open source neural network was obtained from GitHub [65], however the code used to 

load the Skyfinder dataset can be seen in Appendix III. 

To train the dataset, the images with the best resolution were chosen, as well as those with 

a scenario like the Antisana Ecological Reserve. 47 scenarios with 50 images each are 

trained, for a total of 2350 images with the following hyperparameters set by default: 

• Activation Function: ReLU 

• Loss function = Cross-Entropy 

• Epochs = 5 

• Batch size = 1 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑡𝑒𝑝𝑠 = 47 𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑠1 = 47 𝑠𝑡𝑒𝑝𝑠 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 = 5 𝑒𝑝𝑜𝑐ℎ𝑠1 = 5 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 

• Learning rate = 0.001 

• Scale = 0.5 (Downscaling factor of the images) 

• Validation size = 0.1 (Percentage of data used as validation) 

The training code is run for approximately 1 hour as shown in Figure 2.20 obtaining a 

Pytorch model which is used in the prediction code.  

 

Figure 2.20. Training results. 

(Source: Own) 
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The result shown in Figure 2.21 is obtained by the prediction code. The sky and the ground 

have been segmented allowing the sky line to be easily identified, therefore this option is 

chosen to meet this objective. 

 

Figure 2.21. Binary segmentation prediction result. 

(Source: Own) 

2.3.1.2. Sky line coordinates storage 

Since the image neural network results have certain errors to completely segment the sky 

from the ground, the Canny Edge Detection library is not used. Therefore, to store the 

coordinates of the sky line, a for loop is used to iterate over the pixels of the image as shown 

in Figure 2.22. If a black pixel appears (Intensity = 0) a point coordinate is stored. 

 

Figure 2.22. Sky line coordinates storage. 

(Source: Own) 

2.3.1.3. Linear regression algorithm 

Since the sky line curve is not uniform and for ease of calculation, linear regression 

equations (1.18), (1.19), and (1.20) are applied, which will allow establishing a straight sky 

line for a better tracking of it as shown in Figure 2.23.  
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Figure 2.23. Straight sky line result. 

(Source: Own) 

2.3.1.4. Sky line tracking 

To track the sky line, the angle of the sky line of a stabilized image is taken as reference, 

as shown in Figure 2.24. For a second image moved from the reference position, its angle 

of movement is also calculated as shown in equation (2.1). Finally, the angle that the second 

image must rotate to compensate for its movement will be the subtraction of the angle of 

the moved image minus the angle of the reference image, as shown in equation (2.2). 

 

Figure 2.24. Reference sky line result. 

(Source: Own) 𝜃𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡 = tan−1 𝑎                                               (2.1) 

Where: 𝜃𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡        Movement rotation angle [rad] 𝑎        Slope of the sky line   𝜃𝑐𝑜𝑚𝑝𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛 = −(𝜃𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡 − 𝜃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒)                                  (2.2) 



 

51 

 

Where: 𝜃𝑐𝑜𝑚𝑝𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛        Compensation rotation angle [rad] 𝜃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒        Reference angle [rad] 
Taking the example of Figure 2.23 as a moving image, and Figure 2.24 as a reference 

image, their angles of rotation with respect to the x-axis are calculated as follows: 𝜃𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡 = tan−1 0.1549 = 0.1537 𝑟𝑎𝑑 𝜃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = tan−1 −0.01 = −0,01 𝑟𝑎𝑑 

Once these angles have been obtained, the compensation angle that the image must 

rotate to stabilize itself with respect to a reference is calculated: 𝜃𝑐𝑜𝑚𝑝𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛 = −(0.1537 𝑟𝑎𝑑 − (−0.01 𝑟𝑎𝑑)) = −0.1637 𝑟𝑎𝑑 = −9.38° 
For this example, the image must be rotated 9.38° counterclockwise. 

To visualize the simulation result, the Imutils library is used, which applies a rotation matrix 

around the z axis as shown in equation (2.3). The final code for this algorithm is shown in 

Appendix IV at the end of this thesis. 

   [𝑥2𝑦21 ] = [cos 𝜃𝑐𝑜𝑚𝑝𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛 −sin 𝜃𝑐𝑜𝑚𝑝𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛 0sin 𝜃𝑐𝑜𝑚𝑝𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛 cos 𝜃𝑐𝑜𝑚𝑝𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛 00 0 1] [𝑥𝑦1]                      (2.3) 

Where: (𝑥, 𝑦)        Raw image coordinates (𝑥2, 𝑦2)        Compensated image coordinates   
For the previously calculated example the following is obtained: 

[𝑥2𝑦21 ] = [cos −9.38° −sin −9.38| 0sin −9.38° cos −9.38° 00 0 1] [𝑥𝑦1] 
The result is shown in Figure 2.25.  
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Figure 2.25. Compensated image result. 

(Source: Own) 

2.3.2. Hardware component selection 

Since most of the hardware components were already chosen in the previous design stage, 

the main technical specifications of each one is shown in Table 2.24. In addition, in this 

section, two servomotors will be chosen to rotate the gimbal camera in the pitch and roll 

angle. 

Table 2.24. Technical specifications of hardware components 

Component Weight [g] 
Dimensions 

[mm] 
Voltage [V] Current [A] 

NVIDIA Jetson 

Nano 2Gb + 

Active Heat Sink 

100 100 x 80 x 29 5 3 

OpenCR1.0 

controller 
60 100 x 75 11.1 1 

BNO055 IMU 

sensor 
3 20 x 27 x 4 3.3 0.0125 

Raspberry Pi 

Camera 
3 25 x 24 x 9 3.3 0.25 

(Source: Own) 

2.3.2.1. Servo motor selection 

Robotis Dynamixel servomotors are widely used in the design of robots in universities and 

research laboratories in the world due to their great power and efficiency in the market. 

They are compatible with many programming languages, allowing feedback and control of 

their position, speed, torque, etc. The XL series is the smallest group of Dynamixel servo 

motors which are used for rapid prototyping such as 3D printing and small robots [66]. Table 

2.25 shows the technical specifications of the two servomotors belonging to this group. 
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Table 2.25. Technical specifications of the Dynamixel XL series servo motors. 

Dynamixel XL430-W250 servo motor 

Maximum Torque: 14 kg.cm / 1.4 N.m 

 

Maximum Speed: 61 rpm / 6.4 rad/s 

Input voltage: 11.1 V 

Current: 1.3 A 

Weight: 57.2 g 

Dimensions : 28.5 mm x 46.5 mm x 34 mm 

Degree of precision: 0.088° 

Dynamixel XL-320 servo motor 

Maximum Torque: 3.98 kg.cm / 0.39 N.m 

 

Maximum Speed: 114 rpm / 11.94 rad/s 

Input voltage: 7.4 V 

Current: 1.1 A 

Weight: 16.7 g 

Dimensions : 24 mm x 36 mm x 27 mm 

Degree of precision: 0.29° 

(Source: [67] [68]) 

To establish the minimum torque that the roll rotation servomotor must supply, as shown in 

equation (2.4), a static analysis is developed assuming a 45 mm link with a punctual force 

of 0.0632 Kgf corresponding to the sum of the weight of the IMU sensor, the Raspberry Pi 

camera, and the heaviest servo motor placed at the end of the link, as shown in Figure 2.26. 𝑇 = 𝑟 ∙ 𝐹                                                          (2.4) 

Where: 
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𝑇        Torque [Kgf ∙ cm] 𝑟        Distance perpendicular to the force [cm]   𝐹        Force [Kgf]   

 

Figure 2.26. Servo motor torque. 

(Source: Own) 𝑇 = 4.5 𝑐𝑚 ∙ 0.0632 𝐾𝑔𝑓 = 0.284 𝐾𝑔𝑓 ∙ 𝑐𝑚 

The roll rotation servomotor must supply a torque greater than 0.284 Kgf.cm to move the 

gimbal mechanism. 

For the minimum speed that the servo motors must supply, an average value of angular 

speed of 4 rad/s for rotation in pitch and roll is taken into consideration, which was obtained 

by the IMU sensor of the UAV during flight tests. 

Both motors meet the minimum technical specifications to move the gimbal mechanism, 

however, since it is a stabilization problem, the servo motor must provide accurate angle 

data. Therefore, the XL430-W250 servo motor is chosen for its precision degree of 0.088°. 

2.3.2.2. Power supply sizing 

To size the power supply for the gimbal, Watt's law is used as shown in equation (2.5) to 

calculate the powers of each of the hardware components as shown in Table 2.26.  

   𝑃 = 𝐼 ∙ 𝑉                                                              (2.5) 

Where: 𝑃        Power [W] 𝐼        Current [A]   𝑉        Voltage [V]   
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Table 2.26. Power of each hardware component. 

Components Voltage [V] Current [A] Power [W] 

NVIDIA Jetson Nano  5 3 15 

OpenCR1.0 controller 11.1 1 11.1 

BNO055 IMU sensor 3.3 0.0125 0.04125 

Raspberry Pi Camera 3.3 0.25 0.825 

2 Servo motors 11.1 1.3 14.43 

  Total 41.39625 

(Source: Own) 

Subsequently, the electrical current of all the hardware is calculated by dividing the sum of 

the power of all the components by the maximum voltage as shown in equation (2.6). In this 

case, the maximum voltage is 11.1 V, which corresponds to the servomotors and the 

OpenCR board. Finally, the battery capacity is calculated by equation (2.7). 

   𝐼ℎ𝑎𝑟𝑑𝑤𝑎𝑟𝑒 = 𝑃𝑡𝑜𝑡𝑎𝑙𝑉𝑚𝑎𝑥𝑖𝑚𝑢𝑚                                                  (2.6) 

   𝐶𝑏𝑎𝑡𝑡𝑒𝑟𝑦 = 𝐼ℎ𝑎𝑟𝑑𝑤𝑎𝑟𝑒 ∙ 𝑡                                                (2.7) 

Where: 𝐶𝑏𝑎𝑡𝑡𝑒𝑟𝑦        Battery capacity [Ah] 𝐼ℎ𝑎𝑟𝑑𝑤𝑎𝑟𝑒        Current of all the hardware [A]   𝑡        Discharge time [h]   
The capacity of the battery is calculated for a discharge time of 30 minutes, which is the 

flight test time of the UAV. 

𝐼ℎ𝑎𝑟𝑑𝑤𝑎𝑟𝑒 = 41.39625 𝑊11.1 𝑉 = 3.73 𝐴 

𝐶𝑏𝑎𝑡𝑡𝑒𝑟𝑦 = 3.73 𝐴 ∙ 30 𝑚𝑖𝑛 ∙ 1 ℎ60 𝑚𝑖𝑛 = 1.865 𝐴ℎ                                             
To supply power to the gimbal hardware it is necessary to have a battery that supplies a 

minimum of 11.1 V and 1865 mAh. The UAV battery supplies 14.8 V and 8000 mAh. 

Therefore, there is no need to use an additional battery. 

2.3.3. Structural module dimensioning 

2.3.3.1. Materials selection 

For the material selection of the mechanical components of the gimbal, 4 important 

characteristics are evaluated:  
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• Density: It influences the weight of the gimbal. 

• Elastic modulus: It influences the strength of the material. 

• Availability in the country: The materials must be easy to obtain in Ecuador. 

• Ease of machining: This allows easy manufacturing of replacement parts. 

The score is shown in Table 2.27.  

Table 2.27. Characteristics Score. 

Score Meaning 

0 If the characteristic is considered low or bad 

1 If the characteristic is considered acceptable 

2 If the characteristic is considered good or high 

(Source: Own) 

Table 2.28 shows the mechanical properties of materials proposed for the manufacture of 
the gimbal. 

Table 2.28. Mechanical properties of gimbal materials. 

Material Density [Kg/m3] Elastic modulus [GPa] 

PLA plastic 1.27 x 103 3.58 

ABS plastic 1.06 x 103 2.75 

Aluminum 2.7 x 103 81 

Balsa wood 220 0.19 

Carbon fiber 1.8 x 103 225 

(Source: Own) 

Table 2.29 shows the results of the evaluation for each characteristic of the material. 

Table 2.29. Material selection results. 

Material Density 
Elastic 

modulus 
Availability Machining ∑ 

PLA plastic 1 1 2 2 6 

ABS plastic 1 1 2 2 6 

Aluminum 0 2 2 0 4 

Balsa wood 2 0 2 0 4 

Carbon fiber 1 2 0 0 3 

(Source: Own) 

According to the results obtained, the ABS option is chosen because of its density and parts 

with complex geometry can be manufactured through 3D printing. 
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2.3.3.2. Bullet aerodynamic profile dimensioning 

The aerodynamic profile is designed to protect the IMU sensor and camera. Therefore, the 

dimensions of its cross-sectional area resemble the dimensions of the Raspberry Pi 

camera. The length of the base of the profile is designed for the dimensions of the IMU 

sensor BNO055. The profile is directly attached to the servo motor and has a cover to be 

able to assemble and disassemble the electronic components with an opening for the 

cables as shown in Figure 2.27. 

 

Figure 2.27. Bullet aerodynamic profile parts. 

(Source: Own) 

The diameters of the fastening screws of the servomotor, camera and IMU sensor are 

determined by the manufacturer, however aluminum alloy T6 screws are chosen since it is 

not a ferromagnetic material that can influence the operation of the magnetometer of the 

IMU sensor. To calculate diameters of the fastening screws of the profile cover, a shear 

stress analysis shown in equation (2.8) is carried out for a critical position at 90° as shown 

in Figure 2.28. The shear force is the weight of the cover (0.017 Kgf), which is obtained 

using the 3D printing software Ultimaker Cura with default settings. 

 

Figure 2.28. Bullet aerodynamic profile shear stress analysis. 

(Source: Own) 
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𝜏𝑠ℎ𝑒𝑎𝑟 = 𝐹4𝐴                                                            (2.8) 

Where: 𝜏𝑠ℎ𝑒𝑎𝑟        Shear stress [MPa] 𝐹        Shear [N]   𝐴        Cross − sectional area [𝑚𝑚2]; screw cross − sectional area is shown in equation (2.9). 
𝐴 = 𝜋∙𝐷24                                                         (2.9) 

Where: 𝐷        Screw diameter [mm]   
Considering a safety factor of n = 1.5 for small unmanned aircrafts [69], the allowable shear 

stress is calculated as shown in equation (2.10). 𝑛 = 0.577𝑆𝑦𝜏𝑠ℎ𝑒𝑎𝑟                                                           (2.10) 

Where: 𝑆𝑦        Yield strenght  [MPa] 
According to Appendix V, the aluminum alloy T6 yield strength is 169 MPa. With the 

calculated values, the diameter of the screw is obtained. 

𝜏 = 0.577 ∙ 169 𝑀𝑃𝑎1.5 = 65 𝑀𝑃𝑎 

𝐷 = √ 4 ∙ 0.174 𝑁𝜋 ∙ 65 𝑀𝑃𝑎 = 0.03 𝑚𝑚 

Since there are no standardized screws with a diameter of 0.03 mm, a screw with a diameter 

of 3 mm is selected in accordance with Appendix VI. 

For the aerodynamic analysis of the profile, a drag coefficient of 0.295 is used, as shown in 

Figure 2.29. 
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Figure 2.29. Shape effects on Drag. 

(Source: [62]) 

The profile drag force is calculated as shown in equation (2.11). 𝐷 = 𝐶𝑑 ∙ 𝜌 ∙ 𝑉2 ∙ 𝐴2                                                     (2.11) 

Where: 𝐷    Drag Force [N] 𝐶𝑑     Drag coefficient  𝜌    Air density [Kg/𝑚3] 𝑉    𝑈𝐴𝑉 Velocity [m/𝑠2] 𝐴    𝐹𝑟𝑜𝑛𝑡𝑎𝑙 𝐴𝑟𝑒𝑎 [𝑚2] 
According to the Wind Atlas of Ecuador shown in Appendix VII, the Antisana Ecological 

Reserve is located approximately 3800 meters above sea level, with an air density of 0.837 

Kg/m3. The speed of the UAV during flight tests is 12 m/s. The size of the frontal area of the 

aerodynamic profile of the bullet is a rectangle of 50 x 60 mm. 

𝐷 = 0.295 ∙ 0.837 𝐾𝑔𝑚3 ∙ (12 𝑚𝑠 )2 ∙ 0.05 𝑚 ∙ 0.06𝑚2 = 0.053 𝑁 

The drag force of the aerodynamic profile is very small compared to the aerodynamic forces 

of the UAV. Therefore, the gimbal will not affect the aerodynamics of the UAV. 
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2.3.3.3. Mechanism dimensioning 

The lengths of the mechanism are dimensioned according to the volume of the fuselage 

and a stress analysis of the rolling rotation link is carried out by applying a punctual force of 

0.055 Kgf, which is the weight of the aerodynamic profile link with its electronic components 

and a punctual force of 0.057 Kgf, which is the weight of the servo motor to determine 

whether T6 aluminum screws with a diameter of 2 mm can be applied, as shown in Figure 

2.30. 

 

Figure 2.30. Static analysis of link 2 of the mechanism. 

(Source: Own) 

The reactions at point O are calculated. 

∑ 𝐹𝑧 = 0 

𝑅𝑧 = 0.539 𝑁 + 0.561 𝑁 = 1.1 𝑁; 𝐹𝑜𝑟 1 𝑠𝑐𝑟𝑒𝑤: 𝑅𝑧8 = 0.138 𝑁 

∑ 𝑇𝑥 = 0 

𝑀𝑥 = 0.561 𝑁 ∙ 45 𝑚𝑚 = 25.245 𝑁 ∙ 𝑚𝑚;  𝐹𝑜𝑟 1 𝑠𝑐𝑟𝑒𝑤: 𝑀𝑥8 = 3.156 𝑁 ∙ 𝑚𝑚 

∑ 𝑇𝑦 = 0 

𝑀𝑦 = 0.561 𝑁 ∙ 65 𝑚𝑚 + 0.539 𝑁 ∙ 65 𝑚𝑚 = 71.5 𝑁 ∙ 𝑚𝑚;  
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𝐹𝑜𝑟 1 𝑠𝑐𝑟𝑒𝑤: 𝑀𝑦8 = 8.938 𝑁 ∙ 𝑚𝑚 

Considering a safety factor of n = 1.5 and aluminum as material, the equivalent stress using 

the Von-Mises criterion is calculated as shown in equation (2.12). 𝑛 = 𝑆𝑦𝜎𝑒𝑞                                                          (2.12) 

Where: 𝜎𝑒𝑞        Equivalent stress [MPa] 
𝜎𝑒𝑞 = 169 𝑀𝑃𝑎1.5 = 112.67 𝑀𝑃𝑎 

The maximum shear stress for circular shapes in bending shown in equation (2.13), the 

bending stress shown in equation (2.14), and the torsional stress shown in equation (2.16) 

for the screw are calculated. 𝜏𝑠ℎ𝑒𝑎𝑟−𝑚𝑎𝑥𝑖𝑚𝑢𝑚_𝑐𝑖𝑟𝑐𝑢𝑙𝑎𝑟 = 4𝐹3𝐴                                         (2.13) 

Where: 𝜏𝑠ℎ𝑒𝑎𝑟−𝑚𝑎𝑥𝑖𝑚𝑢𝑚        Shear stress due to bending [MPa] 𝐹        Shear [N]   𝐴        Cross − sectional area [𝑚𝑚2] 𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔 = 𝑀∙𝑐𝐼                                                      (2.14) 

Where: 𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔        Bending stress [MPa] 𝑀        Bending moment [N ∙ mm]   𝑐        Vertical distance away from the neural axis [mm] 𝐼        Moment of inertia around the neural axis [mm4], screw inertia is shown in equation (2.15).  
𝐼 = 𝜋∙𝐷464                                                           (2.15) 

𝜏𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙 = 𝑇∙𝑐𝐽                                                     (2.16) 

Where: 
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𝜏𝑡𝑜𝑟𝑠𝑖𝑜𝑛        Torsional stress [MPa] 𝑇        Torsional moment [N ∙ m]   𝑟        Vertical distance away from the neural axis [mm] 𝐽        Polar moment of inertia [mm4], screw polar moment of inertia is shown in equation (2.17).  
𝐽 = 𝜋∙𝐷432                                                             (2.17) 

Substituting the values into the equation for points A and B considering a screw diameter 

of 2 mm we have: 

𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔_𝐴 = 8.938 𝑁 ∙ 𝑚𝑚 ∙ 1 𝑚𝑚𝜋 ∙ (2 𝑚𝑚)464 = 11.38  𝑀𝑃𝑎 

𝜏𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙_𝐴 = 𝜏𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙_𝐵 =  3.156 𝑁 ∙ 𝑚𝑚 ∙ 1 𝑚𝑚𝜋 ∙ (2 𝑚𝑚)432 = 2.009  𝑀𝑃𝑎 

𝜏𝑠ℎ𝑒𝑎𝑟_𝐵 = − 4 ∙ 0.138 𝑁3 ∙ 𝜋 ∙ (2 𝑚𝑚)24 = −0.059 𝑀𝑃𝑎 

The Von-Mises criterion as shown in equation (2.18) is used to evaluate the equivalent 

stress against the yield strength of T6 aluminum. A material will not fail when its calculated 

equivalent stress is less than its yield strength. 𝜎𝑒𝑞 = √𝜎2 + 3𝜏2                                                      (2.18) 

Where: 𝜎        Total normal stresses [MPa]   𝜏        Total shear stresses [MPa] 
Substituting the values into the equation for points A and B we have: 𝜎𝑒𝑞_𝐴 = √(11.38 𝑀𝑃𝑎)2 + 3(2.009 𝑀𝑃𝑎)2 = 11.9 𝑀𝑃𝑎 

𝜎𝑒𝑞_𝐵 = √(0 𝑀𝑃𝑎)2 + 3(2.009 𝑀𝑃𝑎 − 0.059 𝑀𝑃𝑎)2 = 3.377 𝑀𝑃𝑎 

Since 𝜎𝑒𝑞_𝐴 and 𝜎𝑒𝑞_𝐵 are the closest values to 𝜎𝑒𝑞 with a safety factor of 1.5, the 8 aluminum 

screws of 2 mm diameter of the servomotor support the applied load. 
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Finally, a stress analysis is carried out to determine whether the minimum thickness of 2 

mm of ABS plastic is correct for the manufacture of the mechanism as shown in Figure 2.31. 

 

Figure 2.31. ABS plastic static analysis. 

(Source: Own) ∑ 𝐹𝑧 = 0 

𝑅𝑧 = 0.539 𝑁 + 0.561 𝑁 = 1.1 𝑁 

∑ 𝑇𝑥 = 0 

𝑀𝑥 = 0.539 𝑁 ∙ 45 𝑚𝑚 = 24.255 𝑁 ∙ 𝑚𝑚 

∑ 𝑇𝑦 = 0 

𝑀𝑦 = 0.539 𝑁 ∙ 25 𝑚𝑚 + 0.561 𝑁 ∙ 25 𝑚𝑚 = 27.5 𝑁 ∙ 𝑚𝑚 

The mechanical properties for 3D printing of ABS plastic are shown in Appendix X. 𝑆𝑦−𝐴𝐵𝑆 𝑝𝑙𝑎𝑠𝑡𝑖𝑐 = 39 𝑀𝑃𝑎 

Considering a safety factor of n = 1.5 and ABS plastic as material, the equivalent stress 

using the Von-Mises criterion is calculated. 

𝜎𝑒𝑞 = 39 𝑀𝑃𝑎1.5 = 26 𝑀𝑃𝑎 

The inertia of a rectangle with a transverse hole in bending is shown in equation (2.19). 
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𝐼 = (𝑤−𝑑)∙ℎ312                                                            (2.19) 

Where: 𝐼        Moment of inertia around the neural axis [mm4] 𝑤        Base lenght [mm]   ℎ        Height [mm]   𝑑        Hole diameter (Stress − concentration) [mm]   
Stress concentration factors for holes in bars in bending are shown in Appendix VIII. For 

two holes of 2 mm diameter each, we have: 

𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔_𝐴 = 27.5 𝑁 ∙ 𝑚𝑚 ∙ 1 𝑚𝑚(35 𝑚𝑚 − 4 𝑚𝑚)(2 𝑚𝑚)312 = 1.33  𝑀𝑃𝑎 

𝐾𝑡 = 1.8 𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔_𝐴_𝑚𝑎𝑥 = 1.33  𝑀𝑃𝑎 ∙ 1.8 = 2.395 𝑀𝑃𝑎 

The maximum shear stress for bending rectangular shapes is shown in equation (2.20). 𝜏𝑠ℎ𝑒𝑎𝑟−𝑚𝑎𝑥𝑖𝑚𝑢𝑚_𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟 = 3𝐹2𝐴                                           (2.20) 

𝜏𝑠ℎ𝑒𝑎𝑟_𝐵 = − 3 ∙ 1.1 𝑁2 ∙ 35 𝑚𝑚 ∙ 2 𝑚𝑚 = −0.021 𝑀𝑃𝑎 

The maximum torsional stress for rectangular shapes is shown in equation (2.21). 𝜏𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙−𝑚𝑎𝑥𝑖𝑚𝑢𝑚_𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟 = 𝑇𝑐1∙𝑎∙𝑏3                                       (2.21) 

Where: 𝑇        Torsional moment [N ∙ m] 𝑎        Base lenght [mm]   𝑏        Height [mm]   𝑐1        Coefficient for rectangular bars in torsion [mm]. Shown in Appendix IX.   
𝜏𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙−𝐴 = 24.255 𝑁 ∙ 𝑚𝑚0.333 ∙ 35 𝑚𝑚 ∙ (2 𝑚𝑚)3 = 0.26 𝑀𝑃𝑎 

𝜏𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙−𝐵 = −0.26 𝑀𝑃𝑎 
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Substituting the values into the equivalent stress equation for points A and B we have: 𝜎𝑒𝑞_𝐴 = √(2.395 𝑀𝑃𝑎)2 + 3(0.26 𝑀𝑃𝑎)2 = 2.437 𝑀𝑃𝑎 

𝜎𝑒𝑞_𝐵 = √3(−0.021 𝑀𝑃𝑎 − 0.26 𝑀𝑃𝑎)2 = 0.487 𝑀𝑃𝑎 

Since 𝜎𝑒𝑞_𝐴 and 𝜎𝑒𝑞_𝐵 are the closest values to 𝜎𝑒𝑞 with a safety factor of 1.5, the 2 mm 

thickness of the ABS plastic link supports the applied load. 

2.3.3.4. Anti-vibration plate bolt dimensioning 

The diameter of the bolts to join the gimbal body with the anti-vibration plate is calculated 

by static analysis. The Von-Mises criterion is applied for the point of maximum stress as 

shown in Figure 2.32. The load of 0.126 Kgf is the weight of the two links of the mechanism 

obtained by the 3D printing software plus the weight of the servomotor for roll rotation. 

 

Figure 2.32. Bolts static analysis. 

(Source: Own) 

 ∑ 𝐹𝑧 = 0 

𝑅𝑧 = 1.1 𝑁 + 1.237 𝑁 = 2.337 𝑁; 𝐹𝑜𝑟 1 𝑏𝑜𝑙𝑡: 𝑅𝑧4 = 0.584 𝑁 

∑ 𝑇𝑦 = 0 

𝑀𝑦 = 1.1 𝑁 ∙ 65 𝑚𝑚 = 71.5 𝑁 ∙ 𝑚𝑚;  𝐹𝑜𝑟 1 𝑏𝑜𝑙𝑡: 𝑀𝑦4 = 17.875 𝑁 ∙ 𝑚𝑚 
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Considering a safety factor of n = 1.5 and aluminum as material, the equivalent stress using 

the Von-Mises criterion is calculated. 

𝜎𝑒𝑞 = 169 𝑀𝑃𝑎1.5 = 112.67 𝑀𝑃𝑎 

The axial stress formula is shown in equation (2.22). A minimum standardized aluminum 

bolt diameter of 3 mm is assumed and substituting the values in the equations we have: 𝜎𝑎𝑥𝑖𝑎𝑙 = 𝐹𝐴                                                         (2.22) 

Where: 𝐹        Axial force [N] 𝐴        Area [mm2]   
𝜎𝑎𝑥𝑖𝑎𝑙 = − 0.584 𝑁𝜋 ∙ (3 𝑚𝑚)24 = −0.083 𝑀𝑃𝑎 

𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔 = 17.875 𝑁 ∙ 𝑚𝑚 ∙ 1.5𝑚𝑚𝜋 ∙ (3 𝑚𝑚)464 = 6.743 𝑀𝑃𝑎 

𝜎𝑒𝑞 = √(6.743 𝑀𝑃𝑎 − 0.083 𝑀𝑃𝑎)2 = 6.66 𝑀𝑃𝑎 

Since 𝜎𝑒𝑞 calculated assuming a minimum bolt diameter of 3 mm is the closest value to 𝜎𝑒𝑞 

with a safety factor of 1.5, the 4 aluminum bolts of 3 mm diameter are applied. 

Selection of dampers 

Anti-vibration plates use plastic ball dampers and are chosen for the weight they will 

support. The weight of the gimbal is 238 gf and considering a safety factor n = 1.5 for small 

aircrafts, the value of the damper will be 357 gf. Therefore, 4 dampers are chosen that have 

a lift weight of 100 g each. The technical specifications of the ball damper are shown in 

Table 2.30. 

Table 2.30. Technical specifications of the ball damper.  

Technical specifications of the ball damper 

Lift weight: 100 g 

Weight: 1.5 g 
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Height: 20 mm 

 

Width: 19 mm 

Mounting: 10 mm flange or bolt 

Height across plates: 15 mm 

(Source: [70]) 

2.3.3.5. Protective case dimensioning 

The lengths of the protective case for the boards were carried out according to the maximum 

volume that can be placed inside the fuselage of the UAV. Furthermore, the case does not 

close to avoid overheating of the boards. A stress analysis is carried out to determine the 

minimum thickness of ABS plastic that can support the full weight of the gimbal body as 

shown in Figure 2.33. 

 

Figure 2.33. Protective case static analysis. 

(Source: Own) 

To calculate the reactions of a beam fixed at both ends, the equations in Appendix XI are 

taken and calculated below. 𝑅𝑧 = 𝐹2                                                         (2.23) 

𝑀𝑦 = 𝐹𝐿8                                                         (2.24) 

Where: 𝐹        Force applied to the center of the beam [N] 
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𝐿        Beam length [mm] 
𝑅𝑧 = 2.509 𝑁2 = 1.255 𝑁 

𝑀𝑦 = 2.509 𝑁 ∙ 112 𝑚𝑚8 = 35.126 𝑁 ∙ 𝑚𝑚 

Considering a safety factor of n = 1.5 and ABS plastic as material, the equivalent stress 

using the Von-Mises criterion is calculated. 

𝜎𝑒𝑞 = 39 𝑀𝑃𝑎1.5 = 26 𝑀𝑃𝑎 

For a stress-concentration hole of 46 mm diameter, we have: 

𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔 = 35.126 𝑁 ∙ 𝑚𝑚 ∙ 1 𝑚𝑚(80 𝑚𝑚 − 46 𝑚𝑚)(ℎ)312 = 12.397ℎ3  

𝐾𝑡 = 1.3 

𝜎𝑚𝑎𝑥 = 12.397ℎ3 ∙ 1.3 = 16.117ℎ3  

Equating the stress equations, the minimum thickness that the material must have is 

calculated. 𝜎𝑒𝑞 = 𝜎𝑚𝑎𝑥 

26 = 16.117ℎ3  

ℎ = 0.85 𝑚𝑚 

Since it is difficult to manufacture parts with sizes less than 1 mm, a minimum thickness of 

2 mm is chosen. 

2.4. Detail Design 

In this stage, the mechanical components drawings of the gimbal are developed, which can 

be seen in Appendix XII together with the assembly drawing at the end of this thesis. For 

this, the technical/mechanical drawing standard CPE INEN 003 is followed. 
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3. RESULTS AND DISCUSSION 

This chapter shows the results achieved for the design and simulation of the gimbal 

according to the proposed methodology. 

3.1. U-net Segmentation Neural Network results 

The learning rate of the neural network is shown in Figure 3.1, which indicates that it is good 

since it converges in a lower value of the loss function (1e-8) with a greater number of steps 

(264). 

 

Figure 3.1. Learning rate curve. 

(Source: Own) 

 

The validation accuracy curve as shown in Figure 3.2 tends to the value of 1 as the number 

of steps increases, being a value of 0.96 at the end of the steps. The loss training curve as 

shown in Figure 3.3 decreases with training, however it shows peaks that may be due to 

the small number of epochs and the small number of scenarios used as input images. The 

network can be optimized by increasing these values, but given the prediction results 

obtained, it is verified that the network learned. 
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Figure 3.2. Validation Accuracy curve. 

(Source: Own) 

 

Figure 3.3. Train Loss curve. 

(Source: Own) 

3.2. Algorithm results and optimization 

This section shows the results obtained from the gimbal motion stabilization simulation 

using Computer Vision. 

3.2.1. Boundary edge removal 

Certain images do not present a completely segmented sky. Its edges have pixels of 

intensity 0 affecting the detection of the sky line. That is why the intensity of the first 13 

pixels on each side of the image is replaced by their corresponding neighbors obtaining the 

result as shown in Figure 3.4. 
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Figure 3.4. Boundary removal function. 

(Source: Own) 

3.2.2. Sky line motion prediction 

The time consumed by the algorithm to detect and rotate the sky line of 3 subsequent 

frames of the video dataset is 0.21 seconds, which is not ideal for implementation on a real-

time platform. To reduce the time consumed, the prediction of a uniform motion of the sky 

line is programmed. First, the values of a and b of the sky line equation of the first and 

second frame are stored applying the previously developed algorithm as shown in Figure 

3.5. Then, the increment value of the angle of the slope a and b of the first two frames is 

stored as shown in equation (3.1) and (3.2).  

 

Figure 3.5. First and second frame sky line. 

(Source: Own) 
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𝜃𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡 = 𝜃𝑖+1 − 𝜃𝑖                                                (3.1) 𝑏𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡 = 𝑏𝑖+1 − 𝑏𝑖                                               (3.2)  

Where: 𝜃𝑖        Angle of the slope of the first sky line frame 𝜃𝑖+1        Angle of the slope of the second sky line frame 𝑏𝑖        y − axis intersection of the first sky line frame 𝑏𝑖+1        y − axis intersection of the second sky line frame 

These values are incremented to those stored in the sky line of the second frame as shown 

in equation (3.3) and (3.4) to predict the location of the sky line of the third frame as shown 

in the equation (3.5). 𝜃𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝜃𝑖+1 + 𝜃𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡                                       (3.3) 𝑏𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝑏𝑖+1 + 𝑏𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡                                       (3.4)  𝑌𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝑎𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 ∙ 𝑋𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 + 𝑏𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛                          (3.5)  

Where: 𝑎𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛        Slope of the prediction angle as shown in equation (3.6) (𝑋𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛, 𝑌𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛)        Motion prediction line equation coordinates 𝑎𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = tan 𝜃𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛                                        (3.6) 

 

Finally, once the sky line of the third frame is predicted, the neighboring pixels with intensity 

0 are searched to store them and thus determine the correct sky line as shown in Figure 

3.6.  
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Figure 3.6. Identifying the correct sky line. 

(Source: Own) 

For the proposed example, the angle of the slope of each frame is calculated below: 𝜃1 = 𝑡𝑎𝑛−1 −0.01 = −0.01 𝑟𝑎𝑑 = −0.57° 𝜃2 = 𝑡𝑎𝑛−1 −0.011 = −0.011 𝑟𝑎𝑑 = −0.63° 

 𝜃𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡 = −0.63° − (−0.57°) = −0.06° 𝑏𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡 = 323.64 − 333.86 = −10.22 

 𝜃𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = −0.63° + (−0.06°) = −0.69° 𝑎𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = tan −0.69° = −0.012 𝑏𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 323.64 + (−10.22) = 313.42 𝑌𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = −0.012 ∙ 𝑋𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 + 313.42 

 

For the proposed example, the result is shown in Figure 3.7. 
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Figure 3.7. Sky line and motion prediction line of the third frame. 

(Source: Own) 

The result of the sky line equation of the third frame before optimizing the algorithm is: 𝑌 = −0.0086 ∙ 𝑋 + 313.13 

The approximation error is calculated for the values of a and b as shown in equation (3.7). %𝐸𝑟𝑟𝑜𝑟 = |𝐴𝑝𝑝𝑟𝑜𝑥−𝐸𝑥𝑎𝑐𝑡|𝐸𝑥𝑎𝑐𝑡 ∙ 100                                           (3.7) 

𝐸𝑟𝑟𝑜𝑟𝑎 = |0.0084 − 0.0086|0.0086 ∙ 100 = 2.33% 

𝐸𝑟𝑟𝑜𝑟𝑏 = |308.35 − 313.13|313.13 ∙ 100 = 1.53% 

The computed errors are small, therefore optimized algorithm can be used. Furthermore, 

the time consumed by the optimized algorithm is 0.03 seconds, which is ideal to apply it to 

a real-time platform. The algorithm optimizations are added to Annex IV at the end of this 

thesis.  

3.3. Analysis of the final design of the gimbal 

The weight of 214 g of the mechanical parts of the gimbal are shown in Figure 3.8. The 

value is approximated since the printer prints additional layers of material around 20 g. 

Adding to this value the weight of the hardware components of 280.4 g, a total weight of 

494.4 g is obtained. The UAV payload is maximum 500 g, therefore, the gimbal can place 

in it. It is necessary to obtain the real weigh of the gimbal to ensure the UAV can take off. 
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Figure 3.8. Approximate weight of 3D printed gimbal mechanical parts. 

(Source: Own) 

3.3.1. Gimbal project costs 

Gimbal costs are shown in Table 3.1 with a total of 737.27 USD. The direct cost of the 

gimbal is less than the maximum budget, therefore the objective of manufacturing a cheap 

product is met. 

Table 3.1. Gimbal Project Costs 

Part Name Quantity Unit cost Total Cost 

NVIDIA Jetson Nano 

2 GB Developer Kit 

(with WiFi) 

1 92.44 USD 92.44 USD 

Micro SD Card 64 GB 1 38.41 USD 38.41 USD 

Huawei Mobil WiFi 3s 1 79 USD 79 USD 

WiFi Antenna 1 17 USD 17 USD 

OpenCR1.0 controller 1 218.40 USD 218.40 USD 

Dynamixel XL430-

W250-T servomotor 
2 54.46 USD 108.92 USD 

Raspberry Pi Camera 

Module V2 
1 32.90 USD 32.90 USD 

9-DOF Absolute 

Orientation IMU 

Sensor 

1 46.11 USD 46.11 USD 

Ball dampers 4 1.63 USD 6.52 USD 

Screws 54 0.03 USD 1.62 USD 

Nuts 16 0.03 USD 0.48 USD 

Breadboard Cable - - 2 USD 
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3D printing parts 7 (214 [g], 38.3 [h]) 2.50 USD/hour 95.75 USD 

  Total 739.55 USD 

(Source: Own) 

3.3.2. Vision Range 

The gimbal is placed in the UAV ensuring that the camera is in the middle of it as shown in 

Figure 3.9. 

 

Figure 3.9. Location of the gimbal on the UAV. 

(Source: Own) 

As shown in Figure 3.10, the vertical field of view of the Raspberry Pi camera (48°) does 

not intersect with the nose of the UAV at a height of 100 mm and at 0° of rotation. At -45° 

of pitch rotation, the vertical field of view intersects with the nose of the UAV. Therefore, it 

is determined that the rotation range in pitch is between -30° and 45° and for roll between -

45° and 45° to prevent the CSI cable of the camera from being damaged. 

 

Figure 3.10. Rotation angle analysis. 

(Source: Own) 
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4. CONCLUSIONS AND FUTURE WORK 

4.1. Conclusions 

A gimbal with two degrees of freedom capable of being installed on a UAV with a payload 

of 500 g was designed with a Computer Vision algorithm that allows its stabilization in roll 

rotation. The algorithm was programmed using the Python language to allow identifying the 

sky line of outdoor images using a convolutional neural network for segmentation. 

The developed methodology allows the stabilization of a gimbal with open-source codes, 

having a great advantage over gimbals on the market that are limited by their own software. 

For this, OpenCV libraries were used to isolate the sky line from outdoor images, however 

the data obtained was very noisy, therefore it was decided to use machine learning to 

segment the sky and the ground and correctly identify the sky line and track it. 

The results of the image segmentation are correctly predicted; however, they have small 

errors which can be improved by increasing the number of epochs and improving the 

training dataset. In addition, the algorithm was optimized to be able to run it in real time on 

embedded platforms by selecting a Jetson Nano capable of working with a dedicated GPU 

to fulfill these tasks. 

The final design of the gimbal meets the users’ requirements by not affecting the 

aerodynamics of the UAV and having a low cost. However, its range of vision for both 

rotations is limited for pitch from -30 to +45° and for roll from -45° to 45° due to the 

intersection with the nose of the UAV and to avoid damaging the CSI cable of the camera. 

This could be improved by installing the gimbal upside down, which is possible, but the UAV 

must have landing gear. 

4.2. Future work 

It is proposed as a future work to increase the pitch stabilization in the algorithm to later 

merge them together with the IMU sensor data and in this way obtain more accurate 

stabilization results. This will allow more applications to be carried out, such as the 3D 

reconstruction of volcanoes through images that need to be taken with high precision. 

As future work, a more accurate polynomial curve fitting will be implemented since the 

mountain peaks of the sky line do not form a straight line. 

A control module will be programmed to send the signal to the gimbal actuators. For this, 

both the camera and the IMU sensor will be calibrated using open-source codes. In addition, 

the gimbal will be manufactured to carry out tests in outdoor spaces. 
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The segmentation dataset was difficult to obtain since it was the only one that has images 

of outdoor landscapes, however, not all scenarios resemble the landscape simulated in this 

thesis. For that reason, it is intended to create our own dataset with images of different flight 

tests, and in this way retrain the neural network to obtain better segmentation results. 

The mechanical components of the gimbal were design statically, therefore, to obtain a 

more robust design, the loads generated by the wind should be considered through flight 

tests with the prototype. 
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APPENDICES 

APPENDIX I. Sift, Surf and Orb feature detection code 

import cv2 

import numpy as np 

import glob 

 

filenames=glob.glob("Path/*.png") 

 

for file in filenames: 

 

    img = cv2.imread(file, cv2.IMREAD_GRAYSCALE) 

 

    sift = cv2.xfeatures2d.SIFT_create() 

    surf = cv2.xfeatures2d.SURF_create() 

    orb = cv2.ORB_create(nfeatures=1500) 

 

    keypoints_sift, descriptors = sift.detectAndCompute(img, None) 

    keypoints_surf, descriptors = surf.detectAndCompute(img, None) 

    keypoints_orb, descriptors = orb.detectAndCompute(img, None) 

 

    img1 = cv2.drawKeypoints(img, keypoints_sift, None) 

    img2 = cv2.drawKeypoints(img, keypoints_surf, None) 

    img3 = cv2.drawKeypoints(img, keypoints_orb, None) 

 

    cv2.imshow("Image", img1) 

    #cv2.imshow("Image", img2) 

    #cv2.imshow("Image", img3) 

 

    cv2.waitKey(0) 

    cv2.destroyAllWindows(1) 
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APPENDIX II. Canny Edge Detection code 

import numpy as np 

import cv2 as cv 

import csv 

import time 

from matplotlib import pyplot as plt 

import glob 

from os.path import isfile, join 

from scipy import ndimage 

 

filenames=glob.glob("Path/*.jpg") 

 

for file in filenames: 

    ts=time.time() 

    #img = cv.imread(file,0) 

    imgraw = cv.imread(file) 

    imgraw=cv.cvtColor(imgraw,cv.COLOR_BGR2RGB) 

    img=cv.cvtColor(imgraw,cv.COLOR_RGB2HSV) 

    Raw_edges = cv.Canny(img,100,255,apertureSize=3,L2gradient=True) 

 

#FILTERS 

    Blur_Filter = cv.blur(src=img, ksize=(5,5)) 

    Edges_Blur = 

cv.Canny(Blur_Filter,100,255,apertureSize=3,L2gradient=True) 

 

    Gaussian_Blur_Filter = cv.GaussianBlur(img,(5,5),sigmaX=0, sigmaY=0) 

    Edges_Gaussian = 

cv.Canny(Gaussian_Blur_Filter,100,255,apertureSize=3,L2gradient=True) 

 

    Median_Blur_Filter = cv.medianBlur(src=img, ksize=11) 

    Median_Bilateral=cv.bilateralFilter(src=Median_Blur_Filter, d=15, 

sigmaColor=75, sigmaSpace=75) 

    Edges_Median = 

cv.Canny(Median_Blur_Filter,100,255,apertureSize=3,L2gradient=True) 

 

    Bilateral_Filter = cv.bilateralFilter(src=img, d=15, sigmaColor=75, 

sigmaSpace=75) 

    Edges_Bilateral = 

cv.Canny(Bilateral_Filter,100,255,apertureSize=3,L2gradient=True) 

 

    te=time.time() 

    print('--- %s seconds ---'%(te-ts)) 

    print("---------------------") 

     

    plt.subplot(521),plt.imshow(img,cmap = 'gray') 

    plt.title('Raw Image'), plt.xticks([]), plt.yticks([])     
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    plt.subplot(522),plt.imshow(Raw_edges,cmap = 'gray') 

    plt.title('Raw_Edges'), plt.xticks([]), plt.yticks([])  

    plt.subplot(523),plt.imshow(Blur_Filter,cmap = 'gray') 

    plt.title('Blur_Filter'), plt.xticks([]), plt.yticks([]) 

    plt.subplot(524),plt.imshow(Edges_Blur,cmap = 'gray') 

    plt.title('Edges_Blur'), plt.xticks([]), plt.yticks([]) 

  

    plt.subplot(525),plt.imshow(Gaussian_Blur_Filter,cmap = 'gray') 

    plt.title('Gaussian_Blur_Filter'), plt.xticks([]), plt.yticks([])   

    plt.subplot(526),plt.imshow(Edges_Gaussian,cmap = 'gray') 

    plt.title('Edges_Gaussian'), plt.xticks([]), plt.yticks([])  

 

    plt.subplot(527),plt.imshow(Median_Blur_Filter,cmap = 'gray') 

    plt.title('Median_Blur_Filter'), plt.xticks([]), plt.yticks([]) 

     

    plt.subplot(528),plt.imshow(Edges_Median,cmap = 'gray') 

    plt.title('Edges_Median'), plt.xticks([]), plt.yticks([])  

 

    plt.subplot(529),plt.imshow(Bilateral_Filter,cmap = 'gray') 

    plt.title('Bilateral_Filter'), plt.xticks([]), plt.yticks([])  

    plt.subplot(5,2,10),plt.imshow(Edges_Bilateral,cmap = 'gray') 

    plt.title('Edges_Bilateral'), plt.xticks([]), plt.yticks([])  

 

    plt.show() 
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APPENDIX III. U-Net Image Segmentation CNN Data Loading Code 

import logging 

import os 

from os import listdir 

from os.path import splitext 

from pathlib import Path 

 

import numpy as np 

import torch 

from PIL import Image 

from torch.utils.data import Dataset 

from glob import glob 

 

class BasicDataset(Dataset): 

    def __init__(self, images_dir: str, masks_dir: str, scale: float = 1.0, 

mask_suffix: str = ''): 

        self.images_dir = Path(images_dir) 

        #i=str(self.images_dir) 

        self.masks_dir = Path(masks_dir) 

        assert 0 < scale <= 1, 'Scale must be between 0 and 1' 

        self.scale = scale 

        self.mask_suffix = mask_suffix 

 

        self.ids = [splitext(file)[0] for file in listdir(masks_dir) if not 

file.startswith('.')] 

        if not self.ids: 

            raise RuntimeError('No input file found in {}, make sure you put 

your images there'.format(masks_dir)) 

        logging.info('Creating dataset with {} 

examples'.format(len(self.ids))) 

 

    def __len__(self): 

        return len(self.ids) 

 

    @classmethod 

    def preprocess(cls, pil_img, scale, is_mask): 

        w, h = pil_img.size 

        newW, newH = int(scale * w), int(scale * h) 

        assert newW > 0 and newH > 0, 'Scale is too small, resized images 

would have no pixel' 

        pil_img = pil_img.resize((newW, newH)) 

        img_ndarray = np.asarray(pil_img) 

 

        if img_ndarray.ndim == 2 and not is_mask: 

            img_ndarray = img_ndarray[np.newaxis, ...] 

        elif not is_mask: 

            img_ndarray = img_ndarray.transpose((2, 0, 1)) 
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        if not is_mask: 

            img_ndarray = img_ndarray / 255 

 

        return img_ndarray 

 

    @classmethod 

    def load(cls, filename): 

        ext = splitext(filename)[1] 

        if ext in ['.npz', '.npy']: 

            return Image.fromarray(np.load(filename)) 

        elif ext in ['.pt', '.pth']: 

            return Image.fromarray(torch.load(filename).numpy()) 

        else: 

            return Image.open(filename) 

 

    def __getitem__(self, idx): 

        name = self.ids[idx] 

 

        for i in self.images_dir.glob(name): 

            for k in self.masks_dir.glob(name+ self.mask_suffix + '.*'): 

                mask = self.load(k)  

 

            for j in i.glob('*/'): 

                img = self.load(j)               

                assert img.size == mask.size, \ 

                    'Image and mask {} should be the same size, but are {} 

and {}'.format(name,img.size,mask.size) 

 

                img = self.preprocess(img, self.scale, is_mask=False) 

                mask = self.preprocess(mask, self.scale, is_mask=True) 

                return { 

                    'image': 

torch.as_tensor(img.copy()).float().contiguous(), 

                    'mask': torch.as_tensor(mask.copy()).long().contiguous() 

                } 

 

class SkyDataset(BasicDataset): 

    def __init__(self, images_dir, masks_dir, scale=1): 

        #super().__init__(images_dir, masks_dir, scale, mask_suffix='_mask') 

        super().__init__(images_dir, masks_dir, scale, mask_suffix='') 

 

 

(Source: [65]) 
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APPENDIX IV. Sky line motion compensation algorithm 

import numpy as np 

import cv2 as cv 

import imutils 

import time 

from matplotlib import pyplot as plt 

import glob 

 

def fit(x, y): 

 

    xbar = sum(x)/len(x) 

    ybar = sum(y)/len(y) 

    n = len(x) # or len(y) 

 

    numer = sum([xi*yi for xi,yi in zip(x, y)]) - n * xbar * ybar 

    denum = sum([xi**2 for xi in x]) - n * xbar**2 

 

    a = numer / denum 

    b = ybar - a * xbar 

    return a, b 

 

 

def boundary_removal(img): 

    for i in range (1,13): 

        img[:,-i]=img[:,-15] 

 

         

    for i in range (0,12): 

        img[:,i]=img[:,15] 

 

    for i in range (0,12): 

        img[i,:]=img[15,:] 

     

    return img 

 

filenames=glob.glob("Path/*.jpg") 

 

last_last_straightline_params = None 

last_straightline_params = None 

image_counter = 0 

 

for file in filenames: 

    ts=time.time() 

    image_counter +=1 

    if image_counter == 1: 
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        img = cv.imread(file,0) 

        img = boundary_removal(img) 

 

        x_position = [] 

        y_position = [] 

        for i in range (0,len(img[0,:]),5): 

        #for i in range (len(img[0,:])): 

            for j in range (0,len(img[:,0]),5): 

            #for j in range (len(img[:,0])): 

                if img[j,i]==0: 

                    x_position.append(i) 

                    y_position.append(j) 

                    break 

        a, b = fit(x_position, y_position) 

        angle_a=np.arctan(a) 

        last_last_angle=angle_a 

        last_last_b=b 

 

        #Compensate Movement 

        img_reference=img 

        reference_angle=angle_a 

 

    elif image_counter == 2: 

        img = cv.imread(file,0) 

        img = boundary_removal(img) 

 

        x_position = [] 

        y_position = [] 

        for i in range (0,len(img[0,:]),5): 

        #for i in range (len(img[0,:])): 

            for j in range (0,len(img[:,0]),5): 

            #for j in range (len(img[:,0])): 

                if img[j,i]==0: 

                    x_position.append(i) 

                    y_position.append(j) 

                    break 

        a, b = fit(x_position, y_position) 

        angle_a=np.arctan(a) 

        last_angle=angle_a 

        last_b=b 

        theta_inc=last_angle-last_last_angle 

        b_inc=last_b-last_last_b 

 

        #Compensate Movement 

        angle_2=angle_a 

        angle_compensate=(np.rad2deg(angle_2-reference_angle)) 

        rotate_image=img 

        allign_image=imutils.rotate(rotate_image,angle_compensate) 
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    elif image_counter > 2: 

        img = cv.imread(file,0) 

        img = boundary_removal(img)  

               

        theta_pred=theta_inc+last_angle 

        b_pred=last_b+b_inc 

        a_p=np.tan(theta_pred) 

        b_p=b_pred 

 

        last_last_angle=last_angle 

        last_last_b=last_b 

      

        x_position_predict = [i for i in range(0,len(img[0,:]),5)] 

        #x_position_predict = [i for i in range(len(img[0,:]))] 

        y_position_predict =[] 

        for x in x_position_predict: 

            y=a_p*x +b_p 

            y_position_predict.append(y) 

 

        x_position = x_position_predict  

        y_position = [] 

        for i,j in zip(x_position,y_position_predict): 

            j=int(j) 

            if img[j,i] == 0:  

                while (img[j,i] == 0):               

                    j -=1  

                y_position.append(j) 

            else: 

                while (img[j,i] == 127):               

                    j +=1  

                y_position.append(j) 

      

        a, b = fit(x_position, y_position) 

        x_line = np.arange(min(x_position), max(x_position), 1) 

        y_line=a*x_line +b 

        angle_a=np.arctan(a) 

        last_angle=angle_a 

        last_b=b 

        theta_inc=last_angle-last_last_angle 

        b_inc=last_b-last_last_b 

 

        #Compensate Movement 

        angle_mov=angle_a 

        angle_compensate=(np.rad2deg(angle_mov-reference_angle)) 

        rotate_image=img 



 

94 

 

        allign_image=imutils.rotate(rotate_image,angle_compensate) 

 

        te=time.time() 

        print('--- %s seconds ---'%(te-ts)) 

        print("---------------------") 

 

        plt.subplot(211),plt.imshow(img,cmap = 'gray') 

        plt.title('Image'), plt.xticks([]), plt.yticks([])   

  

         

        plt.subplot(212),plt.imshow(img,cmap = 'gray') 

        plt.title('Motion Prediction'), plt.xticks([]), plt.yticks([])  

        #plt.scatter(x_position, y_position,c='y',s=1) 

        plt.scatter(x_line, y_line,s=0.1, c='r') 

        plt.scatter(x_position_predict, y_position_predict,s=0.1, c='g') 

 

        plt.show() 

 

        #Compensate Movement 

        plt.subplot(121),plt.imshow(img_reference,cmap = 'gray') 

        plt.title('Reference Image'), plt.xticks([]), plt.yticks([]) 

        plt.subplot(122),plt.imshow(allign_image,cmap = 'gray') 

        plt.title('Compensated Image'), plt.xticks([]), plt.yticks([])  

        plt.show() 
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APPENDIX V. Mechanical properties of steel and aluminum 

 

(Source: [71]) 

APPENDIX VI. Metric Threads   

 

(Source: [71]) 
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APPENDIX VII. Wind Atlas of Ecuador 

 

  

(Source: [72]) 
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APPENDIX VIII. Stress-Concentration Factors Kt 

 

(Source: [71]) 

APPENDIX IX. Coefficient for rectangular bars in torsion 

 

(Source: [73]) 
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APPENDIX X. ABS Plastic Mechanical Properties 

 

(Source: [74]) 

APPENDIX XI. Beam fixed at both ends equations 

 

(Source: [71]) 
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APPENDIX XII. Assembly and components drawings 

 

List of drawings 

 

GUAV.001. Gimbal assembly drawing 

GUAV.101. Protective case 

GUAV.102. Anti-vibration plate 

GUAV.103. Roll rotation link 

GUAV.104. Pitch rotation link 

GUAV.105. Aerodynamic profile link 

GUAV.106. Aerodynamic profile cover 

 

 



1
1
9
.8

120

1
3
.2

7

8

918

19

2
2
8
.3 1
4
8
.3

1

3

12

1315

20

1
3
7
.2

61

4

2

5
6

10

11

14 16
17

18

Gimbal maximum positions
Pitch=-30° Pitch=+45°

Roll=-45° Roll=+45°

STANDARD ELEMENTS
21 C-6 HEX NUT M5 ANSI B18.2.4.1M 4 ALUMINUM
20 B-2 HEX NUT M3 ANSI B18.2.4.1M 12 ALUMINUM
19 B-1 BOLT M5x13 ANSI B18.6.7M 4 ALUMINUM
18 A-1 BOLT M3x10 ANSI B18.6.7M 12 ALUMINUM
17 A-7 SCREW M2x4 ANSI B18.6.7M 4 ALUMINUM
16 A-6 SCREW M2.5x4 ANSI B18.6.7M 4 ALUMINUM
15 A-4 SCREW M2x6 ANSI B18.6.7M 16 ALUMINUM
14 A-6 SCREW M2x5 ANSI B18.6.7M 12 ALUMINUM

13 A-4 SCREW M3x5 ANSI B18.6.7M 6 ALUMINUM

12 B-4 VIBRATION DAMPENER 
BALL (100g) 4 RUBBER D14/100g

11 B-6 ADAFRUIT BNO055 IMU 
SENSOR 1

10 B-7 RASPBERRY PI CAMERA 
V2 1

9 A-2 DYNAMIXEL XL430-
W250-T SERVO 2

8 B-2 OPENCR1.0 CONTROLLER 1
7 B-2 NVIDIA JETSON NANO 1 2GB

SHOP DRAWINGS

6 A-5 AERODYNAMIC PROFILE 
COVER .106 1 ABS PLASTIC

5 A-7 AERODYNAMIC PROFILE 
LINK .105 1 ABS PLASTIC

4 C-2 PITCH ROTATION LINK .104 1 ABS PLASTIC
3 A-3 ROLL ROTATION LINK .103 1 ABS PLASTIC
2 B-5 ANTI-VIBRATION PLATE .102 2 ABS PLASTIC
1 B-4 PROTECTIVE CASE .101 1 ABS PLASTIC

N° ZONE DESCRIPTION
DRAWING 
AND/OR 
STANDARD

QTY. MATERIAL OBSERVATION

SCALE:

REV.
DIS.
DWG

FACULTAD DE 
INGENIERÍA MECÁNICAEPN

GIMBAL ASSEMBLY

1 8765432

A

F

E

D

C

B

1 432

A

B

Ariel Herrera
Ariel Herrera

Esteban Valencia, PhD
1:5

DATE:

25-03-22GUAV.001



112

5
2

4
8

2
6

3
0
.0

108

8
0

80

40
10

4

7
1

5

95
86

6
55
8

3
9

3940

7
.5

1
8

4x 3.5

4x 5.5

4x 3.5 56

4
0

1
9
.5

N8

MATERIAL:

HEAT TREAT.:
COATING:

O/A.Tol.:

EPN FACULTAD DE
INGENIERÍA MECÁNICA
DWG
DIS.
REV.

SCALE:

DATE:

PROTECTIVE CASE GUAV.101

Ariel Herrera
Ariel Herrera

Esteban Valencia, PhD

25-03-22

1:2.5±0.1
ABS Plastic



65
3913

4x 9

4x 3.5

4x
R7
.5

8x
R1
0

3
9
6
5

1
3

40

3
6
.3

2

80
36.3

N8

MATERIAL:

HEAT TREAT.:
COATING:

O/A.Tol.:

EPN FACULTAD DE
INGENIERÍA MECÁNICA
DWG
DIS.
REV.

SCALE:

DATE:

ANTI-VIBRATION PLATE GUAV.102

Ariel Herrera
Ariel Herrera

Esteban Valencia, PhD

25-03-22

1:1±0.1
ABS Plastic



8x 2.5

12

2
4

34

2x
R2
0

28.1
°

30

R1
7

50

1
5
.8

2

1
1
0
.5

32.5
28.5

8
.5

6
4

50

5
0

4x 3.5

3
9

39

N8

MATERIAL:

HEAT TREAT.:
COATING:

O/A.Tol.:

EPN FACULTAD DE
INGENIERÍA MECÁNICA
DWG
DIS.
REV.

SCALE:

DATE:

ROLL ROTATION LINK GUAV.103

Ariel Herrera
Ariel Herrera

Esteban Valencia, PhD

25-03-22

1:2.5±0.1
ABS Plastic



8x 2.5

8.5

R16.3

61
34

16

3
2
.5

2
8
.5

2xR2.8

50
112

10

2x
R1
0

4
2
3
8

60

43.3

2
4

12

2
7
.3

R17

8x 2.5

2x
R1
0

N8

MATERIAL:

HEAT TREAT.:
COATING:

O/A.Tol.:

EPN FACULTAD DE
INGENIERÍA MECÁNICA
DWG
DIS.
REV.

SCALE:

DATE:

PITCH ROTATION LINK GUAV.104

Ariel Herrera
Ariel Herrera

Esteban Valencia, PhD

25-03-22

1:2.5±0.1
ABS Plastic



2x 3.5
4x 2.5

2xM3x3

8.5
26

1
1
.5

1
6

40

3
0

30

4
8

5

8

1
3

16

6
0
5
6

1
0

21

1
2
.5

305

10

1
9

11 17.5
4xM2x2

2xM3x3

5
0
4
6

38
70

21.6

1
5
.2

1
7
.4

8.2
4xM2.5x3

N8

MATERIAL:

HEAT TREAT.:
COATING:

O/A.Tol.:

EPN FACULTAD DE
INGENIERÍA MECÁNICA
DWG
DIS.
REV.

SCALE:

DATE:
AERODYNAMIC PROFILE 

LINK
GUAV.105

Ariel Herrera
Ariel Herrera

Esteban Valencia, PhD

25-03-22

1:2.5±0.1
ABS Plastic



2x 3.5

2xM3X3

26 25

4
8

8

5
8

2

3
0

25

2x 3.5

1
0

1
4

11.5
3010

40

4
8

N8

MATERIAL:

HEAT TREAT.:
COATING:

O/A.Tol.:

EPN FACULTAD DE
INGENIERÍA MECÁNICA
DWG
DIS.
REV.

SCALE:

DATE:
AERODYNAMIC PROFILE 

COVER
GUAV.106

Ariel Herrera
Ariel Herrera

Esteban Valencia, PhD

25-03-22

1:1±0.1
ABS Plastic


	Hoja1
	Vista de dibujo1
	Vista de dibujo2
	Vista de dibujo3
	Vista de dibujo4
	Vista de dibujo9
	Vista de dibujo10
	Vista de dibujo11
	Vista de dibujo12

	Hoja1
	Vista de dibujo1
	Vista de dibujo2
	Vista de dibujo3
	Vista de dibujo4

	Hoja1
	Vista de dibujo1
	Vista de dibujo2
	Vista de dibujo3

	Hoja1
	Vista de dibujo1
	Vista de dibujo2
	Vista de dibujo3
	Vista de dibujo4

	Hoja1
	Vista de dibujo1
	Vista de dibujo2
	Vista de dibujo3
	Vista de dibujo4

	Hoja1
	Vista de dibujo1
	Vista de dibujo2
	Vista de dibujo3
	Vista de dibujo4

	Hoja1
	Vista de dibujo4
	Vista de dibujo5
	Vista de dibujo6
	Vista de dibujo7


