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ABSTRACT

A 1.2 um CMOS combinational implemen-
tation of a new hybrid radix-4 division
algorithm is presented. The algorithm is based
on Svoboda’s division and is named hybrid
because: the dividend, the quotient, and the
remainder are represented using the signed-
digit-set {Z, T, 0,1, 2}; while the divisor is
represented using the conventional digit-set
{0, 1,2, 3} The divider requires the divisor Y
to be pre-scaled o the range 1 <Y < I + 1/8.
For 16 bit accuracy, the radix-{ divider is about
50 % less expensive but 12 % slower than a
corresponding radix-2 divider.

INDEX TERMS

Radix-4 division, signed-djgit—scts, hybrid
arithmetic. .

L. INTRODUCTION

A radix-2 add/subtract-shift division
algorithm produces one bit of the quotient at
each iteration while a radix-4 division produces
two bits. This fact might lead to suppose that
radix-4 division i3 twice as fast as radix-2
division; however the overall division time
depends also on the latency per iteration, which
is higher for radix-4 than for radix-2 and may
turn the radix-4 division even slower than the
radix-2 one. This paper presents a 1.2 um
CMOS combinational implementation of a new
hybrid radix-4 division algorithm [1] developed
at the TIMA/INPG Laboratory and compares its
results to those of the CMOS ver-sion of the
radix-2 division algorithm reported in [2]. A
radix-4 division algorithm, in some aspects
similar to ours, has independently heen
developed by Srinivas and Parhi and is to

appear in (3]
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2. THE HYBRID RADIX.4 DIVISION
ALGORITHM

The hybrid radix-4 division algorithm is a
variant of Svoboda's division [4] and is based
on the recurrence: RGHD =4 « RO -q;,; * Y. Y
is the divisor, RW = Y} (19 & 4-) % 4 is the
remainder, and Q = 37 g; * 47 is the quotient
[5], [6}. The notation in use is the following:
j=0, 1, ..., n-1 is the recursionindex,
i=0,1, ..., n-1 is the digit-weight-index of
the remaipder, n is the word length of the
quotient, ry’ is the iy, digit of the j,;, remainder,
qﬂq.] is the (j+1) quotient digit to the right of
the radix point, RO is the dividend X, and
R{n-1} {5 the final remainder.

At each iteration of the recurrence, the g
quotient-digit is selected by examining the two
most significant digits of the RY) remainder
only, according to the rules summarized in
Table 1. Fig. 1 shows graphically the relation
between the range of the remainder and the
quotient digit selection function. The arithmetic
bounds are given by: -Y < RGO} < Y, and
1£Y<1+1/8

Table 1: gj41 selection function.

|2 T]o|1]2
Y
2 2 1
1 1 1]
0 0 Oord - | 0O
1 Jo 1
2 1 2

The hybrid quality of the algorithm comes
from the fact that the dividend X, the quotient Q
and the remainder RU*Y) are represented using
the signed-digit-set {Z, T, 0, 1, 2}; while the
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divisor Y is represented using the conventional
digit-set {0, 1,2, 3}. This quality differentiates
our algorithm from the standard SRT radix-4
division, and from Srinivas et. al.'s algorithm
[3], where the partial remainder i3 represented
with the digit-set {3,2,7,0. 1, 2. 3}.

The rj digits of the remainder are encoded
with ;'_hrcc bits accordmg to the equation:
ri=1; +1 " - 2 % v°. For the q; digits of the
quonem we use the special sign and magnitude
code of three bits (add & ulu2) specified in
Table 2, where; add denotes the sign and, ulu2
the magnitude. Here, the {+, *) symbols are
used to indicate arithmetic addition and
multiplication,

Table 2: Binary encoding of gj41.
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Fig. 1: Correspondance between the range of the remainder and qj+1-
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Fig. 2: Structure of a slice of the radix-4 DIVIDER.

3. RANGE REDUCTION OF THE
DIVISOR AND QUOTIENT
CONVERSION

Since the IEEE 754 standuard specifies a
normalized range for the operands (1 €Y < 2},
the originals divisor and dividend are multipiied
by a constant K so that the divisor fits into the
scaledrange 1 £ Y < 1 + 1/8, The constant K is
such that it can be computed by the addition of
three terms of the form 271, i being an integer,
hence a full adder can be used as a multiplier.

66

The signed-digit quotient Q is converted
back to the conventional notation in paratlel with
the gencratmn of the y; signed-digits (On the fly
conversion |7]). The details of these mecha-
nisms can be found in [1].

4. LOGIC DESIGN OF THE DIVIDER

The hybrid radix-4 DIVIDER is organized
as a stack of n-1 identical slices, each one
performing an iteration of the recurrence. A
slice of the DIVIDER is composed by a HEAD
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cell and an iterative logic array (ILA) of n-1
TAIL cells (Fig. 2).

The HEAD computes the quotient digit gj, 1,
and part of t the most significant digit of the
remainder r The logic equations of the
QUOTIENT SELECTOR of the HEAD are as
follows (The »~, v and @ symbols are used to
indicate the logical ANID), OR, and XOR
operations):
m2 =‘l':fA Aty p2 =1 A AL
add =r‘12 A~ (r*{*v_r_f) vm2 A (r‘lzv oA

— + P T NS S
ul =p2 Ar] AT vm2 Ar] AT

uz -—-rﬁx\r‘lzz\(r}*vr{')vp2n(rt@ﬂ"")v

m2 A r’l'Ar;""vr'lerJ{ N

Fig. 3: Detailed cirenitry of the TAIL cell,

The TLA of TAIL cells selects a multiple of
the divisor Y; according to add ul, u2; and
computes the rest of the r*1 digits. Fig. 3
shows the details of the loglc structure of a
TAIL cell. The UP_MUXi multiplexer outputs
¥i or Zyy depending on the value of ul. The
LOW _MUXi places in myj (my; w2 my ), one
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of the variables {2y;, 2¥;, vi. ¥;, 0, 1},
depending on the values of the add and u2
varizbles. The PPM (Plus Plus Minus) and FA
{Full Adder) circuits constitute the needed
hybrid radix-4 adder.

5. LAYOUT STRATEGIES

Préforme, a symbolic layout design ool [8],
was used to draw the DIVIDER's layout.
Préforme's basic principle is to make the
designer draw on a grid that corresponds to the
real layout grid but that is not identical to it as it
is the case in a conventional full custom design
tool. The designer still has 1o compose gates
manually, but using symbols; the program then
verifies the symbolic design according to the
chosen grammar and, if succesful, generates the
layout. Such tools liberate the designer from
learning the fairly complicated and ever-
changing layout design rules imposed by the
ever-improving fabrication technologies; the
designer only needs to Iearn the grammar,
containing a few basic rules pertaining the
relative distances of the sticks.

Fig. 3 shows that a PPM and a FA circuits
are required to build-up the hybrid radix-4 adder
in the TAIL cell. The same structure is also
nccdcd in the HEAD cell to calculate part of the

dlglt of the remainder. In order to save
draftsmzm time, a symetrical FA (one which has
non-inverting inputs ‘and inverting outputs, so-
called because the N and the P transistor
arrangements are exactly the same) plus two
inverters are used as a basis for the FA as well
as the PPM circuits. This technique implies very
simple rewiring of the layout of the FA 10 get
the PPM, no transistor rearrangment is needed,

6. PERFORMANCE OF THE DIVIDER
AND CONCLUSIONS

In this section, three categories of
comparison between the radix-2 and the radix-4
dividers for 16-bit accuracy are presented [%]:
1) theoretical estimates based on simplified
models of the critical path and complexity, 2)
spice simulation based on the rransistor
schematics and 3) spice simulation based on the
extracted layouts (the layout of the radix-4
divider is shown in Fig. 4). The results are
given, in terms of delay and cost in Table 3.
The theoretical estimarte category assumes that
the logic functons are implemented using AND
and OR gates only, considering a fan-in of 4:
delay is measured tn terms of gate delays,
assigning a unit gate delay 1o any AND and OR
gate; cost is measured in terms of the number of
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gates needed to implement a logic function. from the spice simulation results; theeretically
Inverters are not considered in either delay or the radix-4 divider should be about 17 % fasier
cost estimates. The transistor schematic and the than the radix-2 divider, however the spice
extracted layout categories consider 1.2 um simulation of the corresponding transistor
CMOS technology. In the case of the transistor schematics show that the radix-4 divider is
schematic one: delay is measured in terms of ns, about 12 % slower than the radix-2 divider. No
and cost is measured in terms of the number of  data is available for the extracted layout of the
transistors needed to implement a logic function; tadix-2 divider and then no comparison is
as for the extracted layout one: delay is possible.
measured in terms of ns, and cost is measured
in terms of mm2, The 1.2 um CMOS impiementation of our
hybrid radix-4 divider turns out 10 be good with
From Table 3, we can observe that the regard to cost and satisfactory with regard to
theoretical estimates for the cost are nearly the speed, which could be substantially improved,
same as the one obtained; the radix-4 divider is without major area increase, by logic redesign
about 50 % less expensive than the radix-2 one. of the selection and arithmetic circvitry of the
As regards delay, the theoretical estimates differ  TAIL cell.
Table 3: Delay and cost of the 16-bits accuracy radix-2 and radix-4 dividers.
Delay Cost
Divider type (Delay units - Cost units) Radix 2| Radix 4 | Ratio | Radix 2] Radix 4 | Ratio
Theoretical estimate (¥# gates - # garas) 96 20 0.83 | 3,968 | 1,976 10.498
| Transistor schernatic {ns - # transistors) 40 448 [1.12 |11264 1] 9.196 {0.816
Extracted lavout (ns - mm?) - 71.2 - 230 { 107 {0.465
Fig. 4 Layout of the hybrid radix-4 divider for 16 bits accuracy.
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