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RESUMEN

Esta tesis doctoral explora varias áreas clave relacionadas con la seguridad web, centrán-

dose en el filtrado de datos personales mediante el robo de cookies via ataques XSS. Un

análisis exhaustivo realizado entre 2013 y 2023 reveló tendencias notables en la lucha con-

tra los ataques XSS, incluido el uso de herramientas específicas para navegadores web y

el análisis de contenido de las páginas web para identificar vulnerabilidades. Además, se

exploraron métodos de IA para clasificar páginas web y mitigar ataques XSS. El estudio pro-

fundizó en determinar la vulnerabilidad de las cookies frente a ataques XSS, dando lugar al

desarrollo de un framework al que hemos denominado BOOKIE. Los resultados indicaron

que un porcentaje significativo de las cookies creadas tienen propiedades que permiten la

ejecución de comandos, lo que resalta posibles riesgos de seguridad. Además, el análisis

reveló deficiencias en las propiedades de las cookies. Otro aspecto crucial de esta investi-

gación fue el establecimiento de una relación entre el historial de navegación y los atributos

de las cookies para desarrollar un clasificador de cookies basado en arboles de decisión.

Este modelo ayuda a clasificar nuevas cookies en función de atributos sospechosos, mejo-

rando las medidas de seguridad. Además, se evaluó la viabilidad de utilizar herramientas

de web scraping para recopilar cookies de terceros. El estudio concluyó que las técnicas

de simulación que imitan el comportamiento del usuario durante la navegación web permi-

tieron la generación automática de las cookies necesarias, optimizando la captura de datos

y la funcionalidad del sistema. Por último, el estudio evaluó el impacto de los ataques XSS

en la fuga de datos personales y la competencia de los estudiantes en el descifrado de

cookies. Los hallazgos enfatizaron la necesidad de una educación continua en ciberseguri-

dad y una aplicación práctica para abordar las amenazas en evolución de manera efectiva.

En conclusión, esta tesis contribuye significativamente a la comprensión y mitigación de

las amenazas a la seguridad web, construyendo un camino para mejorar las medidas de

ciberseguridad y los marcos educativos para abordar los riesgos emergentes.

Palabras Claves - Cookies, XSS, CookieScout, DataCookie, XSStudent, Bookie
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ABSTRACT

This doctoral thesis explores several critical areas related to web security, focusing on leak-

ing personal data through cookie theft via XSS attacks. A comprehensive analysis con-

ducted between 2013 and 2023 revealed notable trends in the fight against XSS attacks,

including web browser-specific tools and content analysis of web pages to identify vulner-

abilities. Additionally, AI methods were explored to classify web pages and mitigate XSS

attacks. The study delved into determining cookies’ vulnerability to XSS attacks, leading

to the development of a framework we have called BOOKIE. The results indicated that a

significant percentage of the cookies created have properties that allow the execution of

commands, highlighting potential security risks. Furthermore, the analysis revealed defi-

ciencies in the cookies’ properties. Another crucial aspect of this research was establishing

a relationship between browsing history and cookie attributes to develop a cookie classifier

based on decision trees. This model helps classify new cookies based on suspicious at-

tributes, improving security measures. The feasibility of using web scraping tools to collect

third-party cookies was also evaluated. The study concluded that simulation techniques that

imitate user behavior during web browsing allowed the automatic generation of necessary

cookies, optimizing data capture and system functionality. Finally, the study evaluated the

impact of XSS attacks on personal data leakage and students’ proficiency in cookie decryp-

tion. The findings emphasized the need for continued cybersecurity education and practical

application to address evolving threats effectively. In conclusion, this thesis contributes sig-

nificantly to understanding and mitigating web security threats, building the way for improving

cybersecurity measures and educational frameworks to address emerging risks.

Keywords - Cookies, XSS, CookieScout, DataCookie, XSStudent, XSS2dent, Bookie
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PROLOGUE

”Yes, I am a criminal. My crime is curiosity. My crime is being smarter than you, something

you will never forgive me for. I’m a hacker, and this is my manifesto. You can stop me, but

you can’t stop them all... After all, we are all equal."

The Mentor (Loyd Blankenship).

This work is titled “BOOKIE: Cookie theft through XSS attacks and its relationship with the

leakage of personal data: a framework to demonstrate it to university students”. The basis of

this research is computer security, which was developed at the Universidad de las Fuerzas

Armadas-ESPE sede Santo Domingo. This work has been written as part of the graduation

requirements for the Doctorate in Computer Science program at the National Polytechnic

School. The research and writing period for this work has lasted since 2016.

It is supported by a well-founded theoretical/experimental base and is structured in four

large blocks. The first is a Background that describes the concept of what cookies are, their

attributes, their vulnerabilities, the most common type of cookies, and the policies for using

these files generated on our devices every time we browse the Internet. The concepts of

XSS attacks are also explained, and some scenarios have been proposed to demonstrate

their "modus operandi". Finally, it explains the relationship between the theft of cookies

through XSS attacks and what has been done to remedy this vulnerability.

The second block has been divided into two parts. The first part explains, through a sur-

vey of scientific articles analyzed from 2013 to 2018, the tools and methods most used to

detect/mitigate XSS attacks. In the second part, a systematic literature review covering sci-

entific articles from 2018 to 2023 answered some research questions that served to put our

research in context and find and confirm the research gap related to the cookies and XSS

attacks.

The third block brings together all the scientific contributions published over these years

and has been organized as a road map to give a vision of how the idea of the proposed
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framework was born, which we have named Bookie. It is a personalized web browser that

was trained with history data and cookies obtained from the computer laboratories of the

Universidad de las Fuerzas Armadas-ESPE to predict students’ vulnerability level towards

cookie theft through XSS attacks.

Finally, the fourth section details the experimentation and results obtained after developing

and sharing the framework with University students.

The entire research process was complex, but conducting an exhaustive study has allowed

me to answer one of the most critical research questions: "Is it possible to compromise all

the privacy of university students through the theft of their cookies through XSS attacks?

". This answer was given thanks to the support of my tutor and thesis director, Dr. Jenny

Torres Olmedo, who was always available and willing to help me with all my questions.

The development of this work has been an enriching and challenging journey. From an

exhaustive literature review to data collection and analysis, each stage has involved deep

and meaningful learning. I hope that the findings of this thesis contribute to the advancement

of computer security and offer valuable tools for professionals in the area.

With this thesis, a crucial stage of my academic life concludes. I look to the future with the

hope of continuing to contribute to knowledge in this field and applying what I have learned

to benefit society and students.
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1.1. Research Context

When we browse the Internet, we often notice a message when visiting a website for the

first time. The message typically states: ”We use our own and third-party cookies to improve

our services by analyzing your browsing habits. If you continue to browse, we will consider

this as your acceptance of our use of cookies".

A cookie is a file created by a website that contains small amounts of data, is stored on

the devices of users who access the website, and can later be retrieved remotely. Being a
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small file, it can store information about the web pages and advertisements that we have

visited, actions that we perform on the website, sub-pages that we visit, how long we stay

on them, what type of products we purchase, browsing habits, geographic location, viewing

language, time zone, whether we have provided our e-mail address, the type of browser

used, the type of device from which we have accessed, etc.

Generally, cookies are linked to a domain. In theory, a cookie can only be read or modi-

fied by a website coming from a similar domain (first party cookies), i.e. a cookie placed by

the advertising provider a.mysite.com can be read by the domain b.mysite.com but not by

the advertising provider c.anothersyte.com. However, there is the so-called remarketing [1],

which breaks this theory. Imagine a web page containing advertising, the provider of this

advertising places a tracking cookie on the user’s terminal the first time the user visits an

Internet site displaying an advertisement from its advertising network.

From this action is derived the concept of behavioral advertising [2], which is based on

monitoring browsing history using tracking cookies to segment users based on their specific

interests and send them advertising that is presumed of interest. Because these tracking

cookies are placed by a third party other than the web server that displays the site’s main

content (i.e., the publisher), they are known as third-party cookies.

The issue arises due to the fact that, in addition to the "legitimate uses" that websites

employ cookies for, they are at times exploited by malicious actors to carry out specific illicit

activities such as:

• Stealing session cookies (credentials) through software failures or vulnerabilities in the

protocols used by browsers.

• Redirection to fraudulent stores, since third-party cookies record all the searches we

perform, fraud occurs when, using this data stored in the cookies, the user is redi-

rected to fraudulent stores, through misleading advertising (Retrieval of information

from cookies).

• Presentation of fake news, aimed at promoting biased or sensationalist articles or

videos.

• Session hijacking, when a modified cookie is placed in the browser of a user who has

previously accessed a website controlled by cyber criminals.

In the above cases, the victim does not know that personal data is transferred from

a trusted website to a different site controlled by a malicious user [3]. Thus, third-party

2



cookies [4] are deliberately used for web tracking, user analysis, and online advertising, with

the consequent loss of privacy for end users.

Web applications must use their cookies and one or more third-party cookies to improve

and enhance web services by analyzing browsing habits [5]. They also use cookies to

maintain the user’s session state. Subsequently, no additional verification is required for

connection, which makes cookies more vulnerable to attackers.

There are many attacks to execute a cookie theft, but the most powerful is one called

Cross-Site Scripting (XSS). It occurs when malicious code is sent or executed on a website,

usually scripts. This execution can leak personal information and steal the user’s cookies to

hijack the identity in a fraudulent session, thus allowing attackers to steal sensitive data or

even take control of specific devices.

According to 2021 OWASP Top 10 Security Risks Vulnerabilities [6], this attack is ranked

3rd. The main security issues resulting from an XSS attack are:

• User session hijacking

• Web site defacement

• Redirecting the user to malicious sites

• Keystroke capture

• Denial of service attacks

• Corporate network scans

• Phishing attacks or geolocation of a user.

Based on this study [7], it is claimed that a cookie can be stolen, and the user’s entire

privacy can be violated. Although cookies are not the only mechanism that servers can use

to track users through HTTP requests, cookies facilitate tracking because most cookies are

persistent across user agent sessions (typically web browsers, which request one or more

resources typically through HTTP or HTTPS, such as HTML documents, CSS style-sheets,

and scripts) and can be shared between hosts.

These third-party servers may use cookies to track the user even if the user has never

visited the server directly. For example, if a user visits a site that contains content from a

third party and then visits another site that contains content from the same third party, the

third party may track the user between the two sites.
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While cookie hijacking is not a new attack vector, it can still affect even the most popular

websites (social networks) and expose users to significant threats, including full account

takeover. It is possible to think that many third parties use tracking cookies, placing them on

different web pages, but the truth is that most of these types of cookies come from the same

companies. As shown by a study conducted by Princeton University [8]; Google, Facebook

and Twitter are present in more than 10% of the million websites analyzed.

There are 19586 out of 157703 records (12.29%) for vulnerabilities related to XSS and

Cookies in Common Vulnerabilities and Exposures (CVE) [9]. This type of attack directly

affects all users, who are unaware of what is happening when, for example, they access

a web page that requires authentication (email, social networks, banking, shopping, online

transactions, etc.). A stolen and modified cookie can be passed off as legitimate to obtain

the user’s credentials.

From a negative ethical point of view, our online world can have similar implications to

having a persistent observer who haunts us in the physical world, continually monitoring

various aspects of our daily lives, such as our mode of transportation, consumption behav-

ior, eating habits, residential location, education and occupations, and cultural inclinations,

among others. This process implies the application of a monitoring mechanism that cap-

tures and segments the users’ activity, making it possible to predict their preferences and

interests.

Unfortunately, when we browse the Internet, we ignore our privacy and allow it to be

significantly abused [10] without raising any objection. This makes it easier for advertisers

to track users’ activities on the website using third-party cookies.

1.2. Justification

This section presents the justification of the present study, highlighting its relevance and

need to address the proposed research problem [11] . It will explain the theoretical, practical,

and methodological reasons underlying the importance of this work.

Theoretical Relevance

The proposed research contributes to computer security by offering new insights into

leaking personal data by stealing cookies using XSS attacks. Despite existing advances,

more literature still needs to be on cookie theft and XSS attacks. This study seeks to fill

these gaps by:
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• Providing a detailed analysis of the methods or tools that have been proposed to miti-

gate this type of attack.

• Developing a new theoretical/methodological framework to highlight the research gap

related to research.

• Comparing and contrasting existing methods and tools with new empirical evidence,

this study aims to provide practical insights that can be used to effectively mitigate

cookie theft through XSS attacks.

Practical Importance

In addition to the theoretical contribution, this research has significant practical relevance.

The findings of this study may influence:

• Implementing policies in the education sector to improve the protection of data from

university students.

• Improving professional practices in the area of knowledge related to computer security.

• Designing programs to reduce the level of vulnerability that students have against this

type of attacks.

• Applying the results to demonstrate how the personal data of university students can

be leaked by stealing their cookies.

Social context

The research also addresses a critical educational need. Protecting personal data

among university students is a significant concern in today’s digital age. The increasing

use of technology in education has made it imperative for institutions to implement robust

protective measures to safeguard student data privacy, as the unauthorized disclosure of

sensitive data can lead to identity theft and other cyber-crimes.

This study will help us better understand this social problem and propose a solution for

teaching students about personal data leaking.

Originality and Innovation

The present study is distinguished by its originality in several aspects. Firstly, it uses a

method to detect XSS vulnerabilities in web pages by analyzing the attributes of cookies;
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this method has yet to be widely explored in the existing literature. Secondly, it focuses

on university students and the care of their data, an issue that needs to be considered in

previous research. This will allow:

• Generate new knowledge about filtering personal data by stealing cookies through

XSS attacks. Furthermore, we put forth theoretical and methodological innovations

that have the potential to revolutionize future research in the field of data security and

privacy.

• These innovations, if adopted, can inspire a new wave of exploration and understand-

ing in our academic community.

Methodological Justification

The methodology used in this study is carefully designed to address the research ques-

tions rigorously and validly. A qualitative, quantitative, and experimental methodology will be

used, which will allow:

• Obtain robust and reliable data on cookies, XSS attacks, and cookie theft using XSS

attacks.

• Conduct a comprehensive and detailed analysis that supports the conclusions of the

study.

1.3. Research questions and objectives

1.3.1. General objective

• Demonstrate to university students, through a framework, the relationship between the

theft of cookies through XSS attacks and personal data leakage.

1.3.2. Specific objectives

• Explore and determine the current state of the methods and tools that have been

proposed to mitigate XSS attacks.

• Determine the level of vulnerability that cookies have against Cross-Site Scripting

(XSS) attacks.
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• Establish the relationship between browsing history and cookie attributes in order to

develop a decision tree-based cookie classifier.

• Determine the level of difficulty experienced by university students to identify cookies

that transmit their personal information to third parties.

• Determine the feasibility of using web scraping tools to gather third-party cookies.

• Evaluate the feasibility of using clustering techniques and a multi-agent bot system

to collect cookies and determine browsing preferences, with the goal of discovering

cookie content.

• Illustrate the impact of cookie theft using XSS attacks on the risk of personal data leak-

age by designing an educational framework to effectively demonstrate and address this

threat for university students.

1.3.3. Research Questions(RQ)

• RQ1: ¿ What is the level of vulnerability of cookies against Cross-Site Scripting at-

tacks?

• RQ2: ¿What is the relationship between browsing history and cookie attributes to

model a cookie classifier using decision trees?

• RQ3: ¿Is it possible to compromise the privacy of university students through the theft

of their cookies?

• RQ4: ¿ What is the level of difficulty that university students have to identify the cookies

that send their personal information to third-parties?

• RQ5: ¿Is it possible to collect third-party cookies using web scraping tools?

• RQ6: ¿ Is it possible to decrypt the content of cookies using clustering techniques and

a multi-agent bot system to collect cookies and define browsing preferences?

• RQ7:¿How does the exploitation of XSS attacks in the context of cookie theft contribute

to the risk of personal data leakage, and what educational framework can be designed

to demonstrate and address this threat for university students?
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1.4. Research methodology and approach

Figure 1.1 shows our research timeline, which was born with the idea of analyzing user

cookies when the author of this thesis worked at the National Institute of Statistics and

Censuses (2016 to 2018). As a result of this curiosity, two scientific articles were published

that served as a basis for publishing the other scientific contributions during the author’s

work time at the University of the Armed Forces ESPE, Santo Domingo (2018-2024).

Figure 1.1: Timeline and areas of application of our research proposal.

The research focuses on a relevant challenge within the field of computer security related

to filtering personal data through the theft of cookies via Cross-Site Scripting attacks. On

the other hand, the digital security of university students is an essential issue because they

are exposed to various online threats.

It is well known that cookies are files created on users’ computers who browse the In-

ternet. However, the challenge is to analyze characteristics such as their behavior because

they are stored for a long time and the type of information they handle and share with third

parties.

Figure 1.2 shows the structure of our methodological proposal, divided into four essential

phases:

• Phase A. Characterization (4 sub phases)

• Phase B. Replication and Collect

• Phase C. Training and Prediction (2 sub phases)

• Phase D. Visualization

Furthermore, Figure 1.2 illustrates the alignment of each phase with the scientific contri-

butions stemming from the entire research process. To reduce the need for writing the full

title, each contribution has been assigned an alias. In summary, for Phase A of our frame-

work, the contribution is aligned with the following articles: "CookieScout" [12], "DataCookie"
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Figure 1.2: Methodological proposal to show university students how stealing cookies is

related to personal data filtering.

[13], "TrustedPhishing" [14], "XSSTUDENT" [15], and "XSS2DENT" [16]. On the other hand,

Phase D is aligned with an ongoing approved article titled "HackMySelf" [17].

1.4.1. Phase A: Characterization

In the first phase of the research, the critical components of our proposal were identified:

XSS Attacks, Cookie Behavior, Cookie Theft, and Filtering of personal data.

Sub phase 1 - XSS Attacks

An experimental approach was taken to demonstrate how XSS attacks work and eval-

uate an effective mitigation strategy. A secure test environment was set up to simulate a

reflected and stored XSS attack. The results of this experiment were recorded, allowing

a comprehensive analysis of the attributes of the cookies created when a victim visits a
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website with XSS vulnerabilities.

The contribution of this phase is reflected in a published scientific article entitled "Cook-

ieScout" [12], which made it possible to answer the first research question posed (RQ1).

The contribution is an algorithm that allows the analysis of cookies’ attributes to identify

those susceptible to XSS attacks.

Sub phase 2 - Cookie Behaviour

An experimental approach was also adopted to apply the highly effective proposed

Phase 1 algorithm and analyze a base of web browsing histories identified by category

(according to the logs of the security equipment used to extract the information). A dataset

was structured to train tree classification algorithms to predict new domains vulnerable to

XSS attacks. In this phase, a Python script was also programmed to eliminate vulnerable

cookie records and thus reduce the risk of a user’s vulnerability to XSS attacks.

The contribution of this phase is reflected in a published scientific paper entitled "Data-

Cookie" [13]. It includes a tree algorithm that predicts if a given domain is vulnerable to XSS

attacks and, if so, deletes the corresponding cookie(s).

Sub phase 3 - Cookie Theft

Through a qualitative and quantitative approach, we have relied on data collection and

analysis to identify vulnerability patterns of our contacts from 2 networks: instant messaging

(WhatsApp) and social (Facebook). Through a phishing attack using QR codes and posted

messages, we played on the contacts’ curiosity to access a blog that had been compromised

with an XSS script that allowed us to steal a cookie created by the blog itself. This attack

aimed to demonstrate the theft of cookies through XSS attacks using vulnerable pages.

The contribution of this phase is reflected in a published scientific paper entitled "Trust-

edPhishing" [14], which served as the basis for answering the research questions for the

following phases. The contribution is an algorithm that detects whether QR codes redirect-

ing to a URL are malicious and have XSS vulnerabilities.

Sub phase 4 - Personal Data Filtering

A qualitative and quantitative approach was also applied to demonstrate that students at

the Universidad de las Fuerzas Armadas are vulnerable to XSS attacks. An improved ver-

sion of this proposal was executed city-wide in Santo Domingo de los Tsachilas to discover

if other universities or educational institutions are vulnerable to this type of attack.
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In this phase, we published two articles, "XSSTUDENT" [15] and "XSS2DENT" [16],

which addressed research questions RQ3 and RQ4.

1.4.2. Phase B: Replication and Collect:

A complete system for collecting cookies was assembled with the characterization of each

component of our research. In this part of the research, we have proposed a system that

allows the automatic collection of cookies through a set of bots that simulate a user’s brows-

ing behavior. Five bots were programmed, one for each browser most used by university

students (Chrome, Firefox, Edge, Opera, and Brave).

Through an experimental approach, we set up a scenario using virtual machines to iso-

late web browsing from bots. Each bot was fed with a base of web search histories extracted

from the Armed Forces University computer labs. With this initial base, the bots replicated

the search and recorded the cookies generated by each URL.

This section’s contribution is based on a system of bots that allows them to collect cook-

ies. By analyzing their attributes, they can classify them as suspicious or not for XSS attacks

(based on the algorithm presented in phase one). From this analysis, the system extract the

domains to which these cookies belong and add them to their knowledge base to analyze

new domains.

1.4.3. Phase C: Training and Predict

The Training and Prediction phase aims to develop and evaluate machine learning models to

classify web domains as suspicious and predict new domains’ vulnerability to XSS attacks.

Using a dataset of web browsing history records associated with generated cookies, this

phase focuses on training classification tree models and then applying clustering techniques

to identify user vulnerability patterns.

The dataset used in this phase was collected by the Phase 3 bot system, which has

collected detailed information from cookies and web browsing domains. Each record in the

dataset includes attributes such as:

• Domains of visited URLs (first-party)

• Cookies generated by visited domains

• Network traffic generated
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• Third-party or advertising-generated domains (third-party)

• Classification of domains according to the attributes of the associated cookies (suspi-

cious/not suspicious).

The first stage of training uses the same decision tree algorithms used in sub phase 2 of

phase 1 of our model. Subsequently, clustering algorithms were applied to group users with

similar browsing characteristics and assessed their vulnerability to XSS attacks. Once the

clusters were defined, the clustering models were used to predict the vulnerability of new

users. By analyzing their browsing histories and cookie attributes, each user was assigned

a level of risk when vulnerable to XSS attacks.

In this phase, we are combining decision tree algorithms and clustering techniques to

develop a predictive system. This system will not only classify suspicious domains, but also

identify and predict the vulnerability of new users to cross-site scripting (XSS) attacks. We

created a framework called "BOOKIE" (Own web browser to explore cookies), which

allowed us to assess the level of vulnerability of students and strengthen web security mea-

sures through teaching.

1.4.4. Phase D: Visualization

This last phase aims to demonstrate to university students the level of vulnerability to XSS

attacks to which they are exposed. Through a computer security challenge, they were asked

to replicate the working model of the BOOKIE browser but on their personal computers.

Two groups of students from different academic periods had an entire semester to develop

their framework to display, through a dashboard, the personal cookie information that each

student had stored on their computers. This challenge, designed with respect for personal

privacy, ensured that the personal information obtained by each student was treated with

the highest level of confidentiality. The scientific contribution of this phase was reflected in

a scientific article called "HackMySelf" [17] and also allowed us to answer the last research

question posed (RQ7).

1.5. Motivation

The motivation for conducting this study stems from curiosity about the types of data that

cookies store on our computers every time we browse the Internet. This research addresses

a personal and professional interest in computer security and the need to address the issue

12



of filtering personal information to prevent cookie theft through XSS attacks in the educa-

tional context of university students.

Data privacy on the Internet is a significant issue due to the amount of personal informa-

tion shared online. With the increasing use of network-connected devices and mass data

collection [18], there is growing concern about how personal data is handled and protected.

The right to privacy of our data means that we must have the ability to decide how and to

what extent we can share or disclose our personal information to third parties.

Academic Motivation

The academic motivation behind this research lies in the opportunity to contribute to the

existing knowledge of computer security. Despite the numerous studies conducted, unan-

swered questions and areas need to be explored further. Our objective are:

• Provide not just new perspectives, but groundbreaking insights on the filtering of per-

sonal data through the theft of cookies via XSS attacks, a topic that has not been

extensively explored.

• Develop a methodological framework that future researchers can use.

• Publish results that can be applied in the educational context and relate to university

students.

Social Motivation

Another crucial motivational factor is the potential impact that this research can have on

society. Specifically with the community of university students by offering a framework that

demonstrates how their personal information can be filtered through the theft of cookies.

Through this research, it is expected:

• It is crucial to raise immediate awareness among university students about the filtering

of personal data through the theft of cookies via XSS attacks.

• Propose viable solutions that can be implemented to improve the experience of uni-

versity students when browsing the Internet, solving the problem of data filtering.

• Contribute to the well-being of university students who do not know computer security

concepts and personal data filtering.
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Intellectual Curiosity

Intellectual curiosity also plays a fundamental role in our motivation. The complexity and

multi-dimensionality of filtering personal data through the theft of cookies via XSS attacks

has presented a significant challenge that has been addressed throughout this work’s devel-

opment. Researching how cookies behave will satisfy our desire for knowledge and enrich

the field with new findings and innovative approaches.

1.6. Scientific Contribution

Our research has generated several significant contributions to computer security, specif-

ically in identifying and mitigating Cross-Site Scripting (XSS) attacks by analyzing the at-

tributes of cookies. Table 1.1 shows the information from our published scientific articles.
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Table 1.1: Published Scientific Contributions

Ref. Tittle Impact Type

[12] Cookie scout: An analytic model for pre-

vention of cross-site scripting (XSS) us-

ing a cookie classifier

Q4 Conference Paper

[13] DataCookie: Sorting Cookies Using

Data Mining for Prevention of Cross-Site

Scripting (XSS)

- Book Chapter

[14] Trusted Phishing: A Model to Teach Com-

puter Security Through the Theft of Cook-

ies

Q4 Conference Paper

[15] XSStudent: Proposal to Avoid Cross-Site

Scripting (XSS) Attacks in Universities

Q4 Conference Paper

[16] XSS2DENT, Detecting Cross-Site Script-

ing Attacks (XSS) Vulnerabilities: A Case

Study

Q4 Conference Paper

Acepted HackMySelf: HackMySelf: Decrypting

Cookies to Show the Theft of Personal

Data in University Students

Q4 Conference Paper

[19] Cross-site scripting (XSS) attacks and

mitigation: A survey

Q1 Journal

[20] Personal data filtering: a systematic lit-

erature review comparing the effective-

ness of XSS attacks in web applications

vs cookie stealing

Q2 Journal

[21] Diseño e Implementación de BOTS para

Automatizar Tareas de Búsqueda y Análi-

sis de Vulnerabilidades en Sistemas

Web.

- Undergraduate

Thesis (Co-

Author)

[22] Vulnerability of CAPTCHA Systems Us-

ing Bots with Computer Vision Abilities.

Q4 Conference Paper

(Co-Author)
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Chapter 2
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2.1. COOKIES

2.1.1. ¿What are cookies?

Cookies are a tool commonly used in web applications and browsers. They allow the capture

and storage of information transmitted during sequential communication, providing continuity

and state across hypertext transfer protocol (HTTP) connections [23]. A cookie is a file sent

by a web server containing end-user information. Through their use, cookies can overcome

the statelessness of the HTTP protocol by storing information on the client side.
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A session code is created by a server and transmitted to a client to facilitate the current

interaction. This code is then saved in a cookie [24], which is a tiny text file that identifies a

specific client. However, since cookies are transmitted over HTTP, they become susceptible

to attacks like session hijacking.

Ensuring secure cookies is a crucial aspect of web development. One of the most

widespread techniques is utilizing hypertext transfer protocol secure (HTTPS). Neverthe-

less, implementing full support for HTTPS can pose significant challenges, especially for

distributed applications. These issues primarily relate to performance and financial consid-

erations, making it a complex task that requires careful planning and execution.

2.1.2. Cookie attributes:

Secure Attribute:

The Secure attribute instructs the browser to send the cookie only if the request is sent

over a secure channel like HTTPS [6], protecting it from being passed in unencrypted re-

quests. If the application can be accessed over HTTP and HTTPS, an attacker could redirect

the user to send their cookie as part of non-protected requests.

• true or 1: This value is essential to protect the cookie information during transmission,

preventing it from being intercepted by third parties through man-in-the-middle attacks.

• false or 0: The cookie can be sent over secure (HTTPS) and unsecured (HTTP) con-

nections. Although it allows for greater flexibility, it could be more insecure since the

cookie information could be intercepted if transmitted over an unsecured connection.

HttpOnly Attribute:

The HttpOnly attribute prevents the cookie from being accessed via client-side scripts

like JavaScript, reducing the reach of XSS attack vectors.

• true or 1: The cookie is marked HttpOnly, making it inaccessible via JavaScript in

the browser. It can only be sent in HTTP(S) requests from the client to the server,

improving its security and preventing malicious scripts from accessing its contents in

the event of an XSS attack.

• false or 0: The cookie is not marked HttpOnly, which means it is accessible via

JavaScript in the browser. According to the literature, it could be more secure and
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may be necessary for some functionality that requires access to cookies from client-

side scripts.

Domain Attribute:

The Domain attribute of a cookie is compared to the server’s domain. If the domain

matches or is a subdomain, the path attribute is checked next.

It’s crucial to understand that only hosts belonging to a specified domain can set a cookie

for that domain [6]. This is a security measure to prevent servers from setting arbitrary

cookies for another domain. If the domain attribute is not set, then the hostname of the

server that generated the cookie is used as the default value of the domain.

Path Attribute:

The Path attribute plays a significant role in setting the scope of the cookies in conjunc-

tion with the domain. In addition to the domain, the URL path for which the cookie is valid

can be specified. If the domain and path match, the cookie will be sent in the request.

As with the domain attribute, if the path attribute is set too loosely, it could leave the

application vulnerable to attacks by other applications on the same server. For example,

suppose the path attribute was set to the web server root /. In that case, the application

cookies will be sent to every application within the same domain (if multiple applications

reside under the same server).

Expires Attribute

The Expires attribute is used to:

• set persistent cookies

• limit lifespan if a session lives for too long

• remove a cookie forcefully by setting it to a past date

The browser uses persistent cookies until they expire, and deletes the cookie once the

expiration date has passed.

SameSite Attribute

El atributo SameSite de las cookies en algunos navegadores web, se utiliza para mejorar

la seguridad y la privacidad de las cookies al restringir cuándo se envían junto con las
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solicitudes de origen cruzado. Los valores que puede tener el atributo SameSite y sus

significados son los siguientes:

• SameSite=Strict (value = 1): This value is the most restrictive and provides the highest

level of security, preventing the cookie from being sent in cross-origin requests.

• SameSite=Lax (value = 0):The cookie is sent in requests originating from the same

site and in some cross-origin requests, such as those initiated by the user’s navigation

(for example, clicking on a link to the site).

• SameSite=None (value = -1): This value is the least restrictive and allows the cookie to

be sent on all requests, which may be necessary for cases such as cross-site resource

usage.

• Without SameSite attribute: The absence of the attribute is considered less secure

and may result in inconsistent behavior between browsers.

2.1.3. Cookie vulnerabilities

Using cookies to profile individuals has raised significant concerns regarding privacy protec-

tion [25]. Cookies can be used to track a user’s online behavior, such as browsing history

and search queries, and to collect personal information, such as name, email, and phone

number. Such information can be used for targeted advertising, behavioral analysis, or other

use. Consequently, governments and businesses have instituted privacy protection laws to

establish a legal framework that mitigates these concerns and protects individual privacy

[26].

Cookies are vulnerable to unauthorized access, modification, and phishing attacks due

to their easy storage and transfer in text form [27]. Web-based applications frequently utilize

cookies to maintain the status of an ongoing web session. However, cookies may result in

security threats as they may contain sensitive information. In addition, a hacker who gains

access to a cookie can impersonate an authorized user [28], further exacerbating potential

security issues.

To protect privacy, users block HTTP cookies. However, indiscriminate cookie blocking

can affect critical web services and reduce the effectiveness of online advertising [29]. Block-

ing essential cookies can harm the reputation of websites and frustrate users. Employing

cookie-blocking tools that allow necessary cookies to function is recommended.
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Cookies can also be used to track a user’s online activity, which poses a serious threat

to privacy. By monitoring a user’s behavior, cookies can collect personal information and

other sensitive data, such as browsing history and login credentials [30]. This information

can be used for targeted advertising or even sold to third-party companies without the user’s

consent or knowledge. Users need to be aware of the potential risks associated with cookies

and take steps to protect their privacy online.

2.1.4. Most common types of cookies

First party cookie:

First-party cookies are small data websites store on a user’s device, typically within the user’s

web browser. The website sets these cookies the user directly interacts with, hence the term

"first-party." The primary purpose of first-party cookies is to enhance the user experience by

enabling websites to remember user preferences, login information, and other relevant data.

Unlike third-party cookies, which are set by domains other than the one the user is ac-

tively visiting, first-party cookies are associated with the domain of the website directly ac-

cessed by the user. This distinction often places first-party cookies in a more favorable

light from a privacy perspective, as they are typically considered essential for the proper

functioning of websites and are subject to less scrutiny than third-party cookies.

While first-party cookies contribute significantly to a seamless and personalized online

experience, concerns about user privacy and data security have prompted ongoing discus-

sions and regulatory developments. Understanding the characteristics and implications of

first-party cookies is crucial for enhancing user experiences and addressing privacy consid-

erations in the digital landscape.

These are known as first-person/first-party cookies because they do not send data to

other sites, offering some privacy, since only the host where the cookie was created can

access the information it contains. To verify that it is a first-person cookie, the parameter

that registers the domain of the host with the browser bar will be compared. If they are the

same, it is a cookie of the first person. However, this does not guarantee that our information

will be shared with third-parties through an attack that retrieves or hijacks our cookies.

The browser automatically sends third-party cookies to third parties in HTTP requests,

while first-party cookies do not [31]. However, tracking through first-party cookies is still

possible because any included third-party code runs in the context of the parent page and
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can fully set or read existing first-party cookies. This action can result in the leakage of

first-party cookies to the same or other third parties.

Third party cookie:

Internet advertisers reach millions of customers through practices that accurately track

users’ online activities. The tracking is conducted by third-party ad services engaged by

websites to facilitate marketing campaigns. [32]

When browsing the Internet, cookies are stored on users’ computers. Some of these

cookies are from "third parties" that can track users across different websites [33].

The public and policymakers are increasingly aware that tracking cookies support be-

havioral advertising, but it is unclear to what extent tracking occurs [34].

First, there are essential cookies that are necessary to guarantee the website’s function-

ality. Second, there are third-party ad-tracking cookies. A website’s host still has a monetary

incentive to nudge users to allow for the ad-tracking cookies. [35]

As users browse the internet, their activity is constantly monitored by entities that profit

from collecting and analyzing data. This has significant implications for users’ privacy. [36]

Session Cookies:

They are stored in the browser’s memory and destroyed when closed; this is their most

significant advantage. Their disadvantage is that they store information such as the login

credentials of a session (for example, the e-mail), which could be stolen to obtain this sen-

sitive data. A particular type of stateless session cookies allows web applications to modify

their behavior based on the user’s preferences and associated access rights, avoiding main-

taining the server’s status for each session [37].

2.1.5. Policies for the use of cookies:

Alert messages like: " This website uses cookies to ensure you have the best experience on

our website (Figure 2.1)" or "Alert on the policy of use of cookies in browsers (Figure 2.2)".

The float messages appear on most visited web pages as a notification banners popups.

However, it is worrying how this message is accepted with the following warning: If you

continue browsing, we consider that you accept its use.
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Figure 2.1: Alert on the policy of use of cookies in browsers

Figure 2.2: Welcome message and notice of the use of cookies

Although the user does not click the OK button, only navigating the site will install the

cookies warned in the informative messages. This new mode of navigation makes web

pages install cookies compulsorily on the user’s computer visit. As mentioned in the previous

sections, a successful XSS attack could steal the user’s cookies and show an active session

to pass as a legitimate user.

2.2. CROSS-SITE SCRIPTING (XSS)

Web applications are insecure by default. Their developers do not establish secure develop-

ment protocols, which contributes to the theft of personal and crucial information from users

[38]. This lack of good practices is considered a vulnerability. If the website is not developed

correctly, a hacker uses this flaw to execute malicious code on the systems. In addition, it

could scale through the entire organization’s network. Nowadays, the most popular attack

vector is a web browser due to the growth of Internet access. That is, most web applications

have vulnerabilities in their source code, which increases the possibility of exploring their

flaws and exploiting them.

A successful malicious attack on a victim can result in session manipulation on social

networks, theft of cookies to steal identity, and control of the victim’s browser. According to

the latest security statistics report on web applications [39], the victim is the user, not the

applications.

XSS ranks second as one of the most severe vulnerabilities, with approximately 38%

critical. However, what is worrying is that this type of attack has a shallow solution and

remediation rate. On the other hand, according to the ten main security risks of the Open

Web Applications Security Project (OWASP) [40], the third place (2021) was occupied by

the XSS attacks, compared to 2013, which occupied the seventh place.

In summary, XSS is evaluated using parameters such as exploitability, business impacts,
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technical impacts, weakness detectability, and prevalence. Automated programs detect

and exploit three types of attacks: persistent, non-persistent, and Document Object Model

(DOM). Frameworks are easily accessible to exploit this vulnerability.

The prevalence and detectability of XSS vulnerabilities are analyzed because they are

the third most frequent problem in the Top Ten OWASP reports (injection category). Pro-

grams can automatically find XSS vulnerabilities in PHP, J2EE/JSP, and ASP/.NET tech-

nologies.

According to the CWE/SANS [41] (See Figure 2.3), XSS is named Improper Neutraliza-

tion of Input During Web Page Generation, identified as CWE-79, and is in second place

among the Top 25 Software Errors. In addition, it has a classification according to the follow-

ing parameters: weakness prevalence, remediation cost, attack frequency, consequences,

ease of detection, and Attacker Awareness (see Table 2.1).

Figure 2.3: Top Ten Software Errors Ranking

XSS attacks often occurs when [42]:

• Untrusted data can be entered into a web application.

• The same web application dynamically generates this data that is not trusted.

• A victim visits a website through a web browser infected with a malicious XSS script.

• A script of type XSS sent by a server is executed in a web page, it means, in the same

context of the domain of the web server.
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Table 2.1: Rating of Insecure Interaction Category

Parameters Qualification

Weakness Prevalence High

Remediation Cost Low

Attack Frequency Often

Consequences Code execution, Security bypass

Ease of Detection Easy

Attacker Awareness High

This attack does not exploit the bugs of any specific browser and affects the web servers

where the web applications are hosted. According to [43], we could list the impact of cross-

site scripts in the following way:

• The web application’s content could be modified by injecting scripts that display false

advertisements, influence the reputation of commercial websites, or mislead the user.

• The theft of session cookies will be executed in open sessions to extract information

while these sessions remain online.

• The potential for identity theft is a significant concern due to cross-site scripting at-

tacks that can hijack the identity of legitimate users and lead to the theft of confidential

personal information.

• The user’s HTTP sessions may be compromised if the attacker misuses this stolen

information.

2.2.1. Types of XSS attacks and exploitation examples

According to the literature, there are three types of attacks [44]: Persistent XSS, Non-

persistent XSS, and Document Object Model (DOM) XSS. The vulnerabilities are found in

the software, the hardware, and the users (developers) that are part of any computing en-

vironment. The lack of mechanisms to filter and validate the input fields present in the web

forms is exploited by XSS attacks, allowing the sending and execution of malicious scripts,

which are stored in text files as instructions that are interpreted line by line in real-time for

execution.
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XSS non-persistent, reflected or indirect

The attacker can execute a malicious script to steal the victim’s session cookies, allowing

them to impersonate the victim and perform actions using the victim’s permissions without

needing a password.

In search engines, code can be injected through forms, URLs, cookies, flash programs,

or videos. This attack exploits vulnerabilities in web applications that use user-provided

information to generate an output response, hence the name ”reflected."

To successfully execute an attack, a third mechanism is needed to transport the mali-

cious code, such as through a method called spoofing. Using this technique, an attacker

could trick a user into clicking on a website to run JavaScript code, redirecting all traffic from

the victim to the attacker. If the victim’s accessed application had an XSS vulnerability, the

code would run within the trusted environment of the hosting website.

Persistent or direct XSS

In this type, malicious code is injected directly into the web page or vulnerable site.

Scripts such as JavaScript or programming tags are required to execute this attack. The

power of the attack allows these codes to be permanently on the web for all users after the

first attack is executed.

When a user enters a website section with an injected XSS code, it can execute actions

programmed in the web browser. This is more dangerous because the attacker’s scripts are

permanently stored on the server and displayed to website visitors.

The injection of malicious scripts into websites’ content can elevate privileges, especially

when users have their default Administrator account activated. To prevent this, consider

disabling JavaScript execution in browsers, although user interaction may still be required in

some cases.

DOM XSS

The type is considered more complicated but less known. It is also known as Type 0

or XSS based on DOM. The DOM (Document Object Model) is the structure of an HTML

document, made up of HTML tags and their characteristics. The malicious code is injected

through a URL but not loaded into the website’s source code. Detection is more difficult

because the malicious load does not reach the server; it is considered a local XSS, as the

client-side scripts cause the damage.
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The user opens an infected web page, and the malicious code exploits a vulnerability to

install itself in a web browser file, running without any prior verification. Unlike the attacks

that were previously analyzed, the server would not be involved in this attack. It resembles

the attack of the reflected type since both require the user to click on some link. However, it

is more effective to steal session cookies.

Difference between the 3 types of attacks

The difference between the three attack types is where they are executed. Direct and in-

direct XSS occur on the server side, while DOM XSS occurs on the client side (web browser)

without server intervention. It’s the application developer’s responsibility to protect against

these attacks, regardless of the type of XSS failure.

Another difference between attacks is in the time and place of execution. With the first

two, the malicious codes are injected while processing the requests that originate through

the entries programmed through HTML. With DOM, the malicious code is injected directly

into the application during the execution time on the client.

By Script Origin:

• Not Persistent: Reflected in the server response.

• Persistent: Stored on the server.

• DOM: Manipulated and executed on the client side.

By Attack range:

• Non-Persistent: Affects individual users who interact with the malicious link or form.

• Persistent: Affects all users who access content stored on the server.

• DOM: Affects individual users who visit the page with the manipulated DOM.client.

By Attack Duration:

• Non-Persistent: Temporary, depends on user interaction.

• Persistent: Potentially long-term, until the script is removed from the server.

• DOM: Temporary, depends on the manipulation of the DOM in the user’s browser.
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2.2.2. Common scenarios for executing XSS attacks

Scenario for the reflected XSS attack:

The simplest scenario is when a web page is required to inject malicious code through

its search engine. Figure 2.4 and Figure 2.5 show the result of an actual test performed

within the pizza.com domain, where a malicious script was injected to show an alert in the

web browser. This script that goes after the domain pizza.com is the easiest to execute (in

this case, because sites vulnerable to XSS attacks were consulted).

Figure 2.4: Scenario for a reflected or indirect XSS attack

Figure 2.5: Sample XSS code reflected injected in the pizza.com domain

As a result of a first test, Figure 2.6 shows the view of the website pizza.com after the

execution of the malicious code. As shown in Figure 2.5, the bottom of the website is altered

after this exploitation; it changes to black, as shown in Figure 2.7. In a second test, the

Google Chrome browser blocked the execution attempts of the malicious code, so no more

results were obtained; this can be seen in Figure 2.8; the message indicates that an unusual

code has been detected on the page, and that has been blocked.

Scenario for the stored XSS attack:

As shown in a previous study [45] to execute an XSS attack, it requires using any social

engineering technique so that the user, through a convincing link, accesses a contaminated

page with a JavaScript type file (*.js) Figure 2.9, which infects the victim and establishes a
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Figure 2.6: Preview of Pizza.com domain

before the XSS attack

Figure 2.7: Preview of Pizza.com domain

after the XSS attack

Figure 2.8: Chrome browser response to XSS attack

link with a remote controller. This attack uses the ignorance of the user when accessing

a reliable page. In this test, Beef software was used, which stores a vulnerability in a web

page that turns machines into zombie computers. This link is established even after closing

the victim’s browser.

As a framework to perform security tests for web applications (BeeF), a large number of

attacks can be executed, such as exploiting extensions of programs such as Adobe, Flash,

stealing cookies, displaying alert messages, making the user believe that they closed their

Facebook’ session and, therefore, steal their credentials.

Scenario for the DOM XSS attack:

DOM XSS uses scripts similar to vulnerable JavaScript code and runs directly in the

browser, as shown in Figure 2.10. A vulnerable script could be used to send a URL link via

email to be clicked or insert a URL into a website for when it is visited and clicked.

In both scenarios, the URL will be linked to the trusted site and will contain additional data

that will be used to execute the XSS attack. Secure Socket Layer (SSL) type connectivity
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Figure 2.9: Scenario for executing stored XSS attack

offers no protection for this problem.

Figure 2.10: Scenario for DOM XSS attack

The different consequences associated with XSS attacks are detailed below.

• Disclose information stored in users’ cookies: An advanced user could create a

script on the client side, which, once executed, performs a malicious activity. The

consequence of this script is that it will be uploaded and executed each time a user

visits the website.

• Handling: Some vulnerabilities can manipulate or steal cookies, create requests to

confuse or impersonate a valid system user, steal secret information from users’ sys-

tems, or execute harmful code.

• Other harmful attacks include: Disclosure of secret files, installation of Trojan pro-

grams, redirecting fake pages to the user, execute ”Active X" controls (Edge) from sites
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that are perceived as reliable, and modification of the content of these sites.

2.3. COOKIES THEFT TROUGTH XSS ATTACKS

2.3.1. Background of XSS attacks and theft of cookies

As cookies are transferred in plain text there are high possibilities of that cookies can be

manipulated [23].

Cross-site scripting (XSS) is a type of attack that can result in an adversary executing an

arbitrary script and accessing personal information on a victim’s computer. Using an XSS

attack, an adversary can easily get hold of the victim’s cookies. However, if the adversary

cannot use the stolen cookies to impersonate the victim, then stealing them is pointless [46].

Cross-site scripting (XSS) is a kind of online attack where cyber-criminals insert harmful

code into web pages. This allows them to gain access to sensitive information stored in a

user’s browser, such as login details, personal data, and session cookies. XSS attacks can

be dangerous and jeopardize website security, which is why it’s necessary to take precau-

tions to avoid them. To prevent XSS attacks, it’s essential to keep web pages free of harmful

code [47].

2.3.2. Statistics to remedy cookie theft:

Currently, most web applications use cookies to maintain the user’s session status; the cook-

ies are sent after the user has authenticated (session cookie). No additional authentication

will be needed for a later connection because the validated cookies will only be verified to

allow the new request. This authentication functionality makes cookies a potential target for

attackers because websites create them and contain small amounts of data that can be sent

between a sender and a receiver.

According to their browsing habits, cookies can identify users by storing their activity his-

tory on a website to offer more specific content according to their preferences. For example,

when a user visits a web page for the first time, a cookie is saved on his computer. If the

user visits the same page later, the website server requests the same cookie to update it

with new configurations of the site; this is how the user’s visit becomes so personalized.

As seen in Figure 2.11, according to the class of vulnerabilities for insecure session

cookies and session cookies of non-secure type, the remediation rate is less than 20%

[48]. In addition, in Figure 2.12, developers are always oriented to fix or remedy the most
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accessible or effortless problems. For example, incorrect settings of applications have a 74%

remediation and unpatched libraries (62%). However, the most complex and challenging

solutions are still those of type XSS (38%) and SQL injection (32%) [48].

Figure 2.11: Current remediation rate according to the type of vulnerabilities

Figure 2.12: Remediation rate according to the XSS vulnerabilities type
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3.1. Cross-site scripting (XSS) attacks and mitigation: A survey

3.1.1. Analysis of Methods and Tools

This section has been structured in three subsections, the first details the methodology

used to select the documents, the second explains the methodology used to analyze the

documents, and the third explains the technical characteristics of each selected document.

Methodology used for document selection

The search for information has been structured as follows:

1. We have analyzed some surveys [49]–[53] related to the topic of XSS attacks, and all

the contents that each one details has been mapped in order to propose our contents.
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Through a deeper analysis, specific parameters were found that served to structure

the content of our survey. Also, its content was a limitation, aimed at describing the

operation and type of XSS attacks. Our interest was to analyze methods and tools

proposed to mitigate these types of attacks.

2. The search was delimited between the years 2013 and 2019.

3. It was included all those proposals that include in the title (XSS) or (Cross-Site Script-

ing) or (XSS and SQL Injection) or (Cross Site Scripting).

4. All the works that did not present some type of methodology, proposal or tool to mit-

igate this type of attacks were excluded. In addition, works that only present a short

literary review or concepts on the subject analyzed, were also excluded.

5. The proposed hypothesis will allow us to find the tendency of proposals of the classic

technology versus the use of artificial intelligence to mitigate XSS attacks.

6. Within the trends, we also want to find those that use cookie analysis to mitigate XSS

attacks; this is a complement to guide our current research.

Methodology used to analyze the content of documents

Our goal was to find all the methods, proposals, classic tools, and those that use some

artificial intelligence technique to compare the proposed period (2013 to 2019) and find the

current trend to mitigate the XSS type of attacks.

To select the parameters that were analyzed in each document, we rely on specific com-

mon characteristics found in all documents; for example, according to the classification pro-

posed in [54], there are two analysis approaches:

• Static Analysis (In Tables 3.1 to 3.10 abbreviated as S )

• Dynamic Analysis (In Tables 3.1 to 3.10 abbreviated as D)

In the same way in [55] a combination between the static and dynamic approach called

hybrid (In Tables 3.1 to 3.10 abbreviated as H) has been proposed.

On the other hand, we have found 3 ways of prevention analysis of these types of attacks:

• From the client’s side (In Tables 3.1 to 3.10 abbreviated as C)

• From the server side (In Tables 3.1 to 3.10 abbreviated as S)
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• Hybrid client/server combination (In Tables 3.1 to 3.10 abbreviated as H)

Most proposals aimed at the DOM Cross Site Scripting detection method (DOM-XSS)

have been divided into three types: black box fuzzing, static analysis, and dynamic analysis

[56].

Other defense methods found in [57] are based on the analysis of code extraction:

• Through input validation

• Through escape characters

• Through filters

• Through the set of characters that is specified

Our objective was to analyze and extract the following variables from all the documents

analyzed:

• Type of tool of method proposed

• Action performed by this method / tool

• Objective of the proposal

• Where the proposal is oriented or applied

• To whom it is developed: client (C), server (S), hybrid (H )(client and server)

• What are its advantages?

• What are the limitations?

• What type of analysis is: static (S), dynamic (D), hybrid (H)(static and dynamic)

• Was any kind of artificial intelligence technique used (AI)?

Analysis of scientific documents

In this section, we describe all the information analyzed in the documents selected for our

study, considering the above mentioned variables.
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Table 3.1: Analysis and discussion of the tools and methods found. (1/10)
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Table 3.2: Analysis and discussion of the tools and methods found (2/10)
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Table 3.3: Analysis and discussion of the tools and methods found (3/10)
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Table 3.4: Analysis and discussion of the tools and methods found (4/10)
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Table 3.5: Analysis and discussion of the tools and methods found (5/10)
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Table 3.6: Analysis and discussion of the tools and methods found (6/10)
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Table 3.7: Analysis and discussion of the tools and methods found (7/10)
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Table 3.8: Analysis and discussion of the tools and methods found (8/10)
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Table 3.9: Analysis and discussion of the tools and methods found (9/10)
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Table 3.10: Analysis and discussion of the tools and methods found (10/10)
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3.1.2. Analysis of results

A mental map has been proposed in Figure 3.1. Here, the classification of methods or tools

that use traditional technology to mitigate XSS attacks has been structured.

Figure 3.1: Classification of tools/methods proposed and used to mitigate XSS attacks

In Figure 3.2, a diagram illustrates the use of artificial intelligence methods and tools to

detect or mitigate XSS attacks.

Figure 3.2: Classification of proposals that use some method of Artificial Intelligence to

mitigate XSS attacks

The following methods have been proposed, using artificial intelligence techniques to

detect XSS attacks. They have been structured as follows:
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• Documents that evaluate and mark cookies

• Documents that predict and automate attacks

• Documents that execute code audit

• Documents that predict and detect vulnerabilities

• Documents that make Web and Software classification

• Documents that use the generation of test cases

After conducting our analysis, we found the following information: there is a high trend in

the use of traditional tools to detect and mitigate XSS attacks. As shown in Figure 3.3, the

most significant tendency is to ”Analyze the Content of the Web Pages" (13.20%) and use

"Web Toolkits" (16.98%) to detect this type of attacks. Additionally, web scanners, pattern

analysis, the use of Java, and input validation are also proposed in high numbers.

Figure 3.3: Trends in the proposal of the traditional methods/tools to mitigate XSS attacks

Regarding the use of artificial intelligence techniques to detect or mitigate this type of

attack, it has been found that the application of Web Classifiers (9.43%) is one of the most

used proposals in all scientific documents, as can be seen in the Figure 3.4. The blue arrow

in the figure means that there are very few AI tools that analyze the properties of cookies by

applying a technique called "cookie marking.".
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Figure 3.4: Trends in the proposal of methods/tools using Artificial Intelligence to mitigate

XSS attacks

3.2. A Systematic Literature Review Comparing the Effective-

ness of XSS attacks in Web Applications vs Cookie Stealing

3.2.1. Protocol for systematic document review

The research findings were systematically documented and presented using the checklist

of requirements from the PRISMA methodology. This checklist provided a structured frame-

work for conducting the study, ensuring transparency and adherence to established guide-

lines. By employing the PRISMA methodology, the research process followed a standardized

approach, enhancing the reliability and reproducibility of the results.

Eligibility criteria

The inclusion and exclusion criteria for the review and the methodology applied to select the

articles are detailed below.
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Inclusion Criteria

• The research was focused on the period from 2018 to 2023, building upon our previous

study [125]. By delimiting the timeframe, we aimed to capture the most recent and

relevant information within a specific time range

• Articles in English were analyzed

• Only research article-type documents were selected as primary studies

• Research like tutorials, SLR, Systematic Mapping Study (SMS), and surveys were

selected as secondary studies (for related work)

• Articles within the field of computer science were selected for inclusion in this study.

The inclusion of computer science articles ensures that the study is grounded in the

most up-to-date and specialized knowledge within the field

Exclusion criteria

• Duplicate proposals

• Proposals without results

• Work without a clear or concrete methodological proposal

• Theoretical proposals

• All scientific proposals that did not present any methodology, proposal or tool to exclu-

sively mitigate Cross-Site Scripting attacks

• Papers that only present a brief bibliographic review or general concepts on the ana-

lyzed topic

• All articles with download difficulties were also discarded, however, the content of their

abstract was analyzed to complement our study

• Papers in whose title or abstract only part of the research component appears as

’Cross-Site or ’Script’ or ’Site’ or ’Cross’

• Proposals that do not belong to the scientific libraries are mentioned in the Information

Sources section
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Elimination criteria

• Articles with less than 4 pages

Information sources

The study utilized multiple scientific libraries as sources, including the ACM Digital Library,

IEEE Xplore, Springer Link, Web of Science, and Mendeley. These reputable platforms were

chosen to access a wide range of scholarly articles and research papers in order to gather

comprehensive and diverse information on the topic.

Search Strategy

We have applied the snowball search method to our systematic bibliographic study. As

mentioned in [126], the snowball technique uses an article’s reference list and citations

to identify additional articles. Analysis of references is called backward snowballing, and

analysis of citations is called forward snowballing.

Figure 3.5 shows the general structure of our search strategy. We have used the Re-

search Rabbit tool [127], an innovative citation-based literature mapping tool, to automate

this process.

Figure 3.5: Search strategy using the snowballing technique

Identify keywords and define search string

Figure 3.6 shows the general structure of the three research domains (keywords) used to

assemble the search strings. Our systematic review aims to investigate how personal infor-

mation is leaked through XSS attacks. We have related the first domain (cookies) and the

second domain (web pages) to the third domain corresponding to cross-site scripting (XSS)
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attacks. We have included the main types of cookies related to exchanging information with

third parties (third parties and trackers) to improve the search string.

Figure 3.6: Overview of the research domains included to build the search strings

Table 3.11 provides an overview of the main keywords identified during the research

process; the combination of research domains has facilitated the analysis and selection of

the primary scientific papers (seed papers).

Table 3.11: Search Strings proposed to find and filter the articles

No. Search String

Search String 1 (SS1) (cookies OR first-party OR third-party OR trackers OR tracking)

AND (XSS OR Cross-Site Script OR Cross-Site Scripting)

Search String 2 (SS2) ((web OR online) AND (systems OR applications OR pages OR

site)) AND (XSS OR Cross- Site Script OR Cross-Site Scripting)

Define Seed Papers

The process of selecting seed papers went through five phases of comprehensive analysis.

A breakdown of each step, including the criteria used and resulting analysis, can be found

in Figure 3.7 for promoting transparency in the selection process.

In addition, the following review filters were used to select the primary studies:

First filter

• Title: The titles of the publications found in the databases were reviewed.
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Figure 3.7: Overview of the process of analysis and selection of seed papers

• Summary or Abstract: Following the selected titles, the abstract was reviewed and

read.

Second Filter

• Full Text: Finally, the publications that passed the first filter were submitted for reading

and complete analysis.

Table 3.12 summarizes the results for each of the executed phases of Figure 3.7. As a

final result, we have selected 73 articles as initial seed papers.

Table 3.12: Results after executing the search strings

No. Description Recovered

Documents

Phase 1 Execution of search strings 316

Phase 2 Elimination of duplicate documents 220

Phase 3 Application of inclusion and exclusion criteria 124

Phase 4 Full text review include first and second filter 73

Phase 5 Select seed papers (Search String 1) 25

Phase 5 Select seed papers (Search String 2) 48

We have used 73 seed articles that were the basis for finding more related articles using
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the Research Rabbit tool.

Backward, Forward Snowballing and Iterations

With the Research Rabbit tool, the backward snowballing (references) and forward snow-

balling (citations) techniques have been applied to find more articles related to the initial

research domains (cookies + XSS and web applications + XSS).

The iterations were run for each of the 73 seed articles, repeating the search process

and sorting the results to select all related articles from 2018 to 2023.

Table 3.13 shows the related works found, taking the following criteria as analysis at-

tributes: similar work, earlier work, and later work. Alternatively, the citations are relatively

few for the works proposed in 2022 and 2023 because these works still need to be cited.

Table 3.13: Results after executing search using Snowballing

Seed Papers Similar work Earlier work Later work

48 (SS2) 511 60 31

25 (SS1) 554 93 209

TOTAL FOUND 1065 153 240

TOTAL SELECTED - 15 (forward) 51(backward)

Final inclusion

In total, the seed articles (73), the articles found with backward snowball (51) and the

articles found by applying forward snowball (15) were added, for an initial total of 139 articles.

The filter was applied to select all articles related to the research domains (SS1 and

SS2), and those that were oriented to the analysis of XSS attacks in cloud technologies

[128] [129], mobile, IoT [130] [131] and online social networking (OSN) [132] [133] were

eliminated from the list.

Furthermore, as mentioned in the search strategy, only articles from the ACM Digital

Library, IEEE Xplore, Springer Link, Web of Science, and Mendeley libraries were included;

from the set of articles found in the snowball, those that did not belong to these scientific

libraries were analyzed for but not included in our research, a total of 37 articles.

With this analysis, the final total number of articles selected for our systematic review

was 96.
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Study risk of bias assessment

In this context of computer security, the GRADE methodology has been applied to

address the research question initially posed:

Research question: ¿What is the relationship between web application XSS attacks

and the theft of cookies through XSS attacks?.

The GRADE methodology was applied to assess the quality of the selected evidence,

the following assessment domains were considered:

Study design and execution limitations: We assessed the quality of studies included

in this SLR regarding the tools used or suggested to detect or prevent XSS attacks in web

applications (SS2). This assessment helped us to determine how effective and reliable these

proposals are in addressing the XSS vulnerability.

Inconsistency: The evaluation included assessing the presentation of results across all

included studies. Inconsistencies were identified for proposals that lacked result compar-

isons with other studies. This assessment aimed to ensure the completeness and coher-

ence of the findings reported, enhancing the overall quality and reliability of the research

outcomes.

Indirectness: The evaluation considered the population’s relevance and the comparison

with the research question. Although initially focused on the theft of information through

cookie theft (SS1), to minimize bias, studies that applied alternative methods or techniques

to steal information from other sources (web pages, websites, online infrastructures) were

also considered relevant.

Publication bias: We incorporated studies found with the Research Rabbit Tool to miti-

gate publication bias. This inclusive approach broadened the search horizon, avoiding the

exclusion of potentially valuable contributions.

3.2.2. Data collection process

We used the Rayyan Intelligent Systematic Literature software to analyze the full abstracts

of articles and make annotations. These annotations helped us classify the content and

gather attributes for further analysis.

To improve the quality of the information collected, we have analyzed the text and syn-

thesized it using word clouds. This helped us to establish connections between important

components of our research question such as web, cookies, XSS, and cross-site script, and
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cross-site script. By doing so, we were able to determine which documents were relevant

and pertinent to our research.

Using Atlas-TI software, we processed each study and generated a word list that visually

represented the most commonly used terms in the paper. For example, we deduced that a

study included techniques or methods that used JavaScript programming or solutions based

on the frequency of occurrence of the words "XSS" and "JavaScript."

To rate the level of relationship of the selected studies to the main research question, the

values detailed in Figures 3.8 and 3.9 were used. Through this analysis, our objective was to

better understand the evolution of the approaches and technologies used that directly relate

the three research domains we have proposed.

In Figure 3.8, we can see which works are closely tied to the research areas of XSS

and Cookies. Meanwhile, Figure 3.9 displays the authors whose research is most relevant

to XSS and Web analysis. Our novel proposal helps us determine if the chosen papers are

related to our research question, ensuring the quality of our systematic analysis.

As a result of this analysis, it is observed that the proposals of authors such as Dembla

et al., Mishra et al., Putthacharoen et al., and Takashi et al. are directly related to the three

domains of our research (XSS + Cookies + Web).

Figure 3.8: Overview of the authors whose proposals relate the research domains (cookies

+ XSS)

3.2.3. Methodology used to analyze the content of documents

This literature review aims to systematically answer a central research question to analyze

the information collected in the selected articles. To improve the quality of the results, three

complementary research questions RQA, RQB, and RQC, were formulated, which have

been detailed in Table 3.14. The first question (RQA) analyzed all proposed methods or
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Figure 3.9: Overview of the authors whose proposals relate the research domains (web +

XSS)

tools to detect or mitigate XSS attacks. With the second question (RQB), we investigated

the different techniques presented to steal cookies through XSS attacks, and with the third

question (RQC), we answered the question of how personal data is leaked through the theft

of cookies executed through XSS attacks.

Table 3.14: Research questions to establish the problem to be solved.

ID Research Question

Principal Research Ques-

tion

¿What is the relationship between web application XSS at-

tacks and the theft of cookies through XSS attacks?

RQA ¿What is the trend of methods and techniques proposed for

detecting or mitigating XSS attacks?

RQB ¿What techniques have been proposed for stealing cookies

through XSS attacks?

RQC ¿How our personal data is leaked through cookie theft exe-

cuted by XSS attacks?

The following attributes were configured to analyze the articles:

• Type of proposal: Variable to classify the type of study proposed (example: frame-

work, experiment, theoretical study, practical study, laboratories, real scenarios, simu-

lations, etc.)

• C/S/H/D: Variable to identify the type of XSS attack that the authors have tried to

mitigate (Client - Reflect (C), Server - Stored (S), Hybrid(Client/Server) (H), DOM (D) )
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• Goal: General objective of the proposal

• Orientation: Analyze the orientation of the proposal (example: sites/programs/web

applications, mission critical infrastructure, IoT systems, SCADA systems, cloud sys-

tems, etc.)

• Methods/Tools: Methods and tools used by the authors within their proposal

• Limitations: Variable to summarize the limitations that the author has encountered

during his research process.

• Relationship with the theft of cookies through XSS attacks: Serves to determine

whether the proposal is related to the leaking of personal information through cookie

theft executed by XSS attacks.

3.2.4. Analysis of Results

Answering the Research Question A

RQA ¿What is the trend of methods and techniques proposed for detecting or mitigating

XSS attacks?

To support the information to answer this first research question, we analysed stud-

ies that proposed or used some tools or methods to detect or mitigate XSS attacks. We

analysed the papers to look for trends from 2018 to 2023. We have applied the following

methodology of analysis proposed in Figure 3.10 , in order to inspect, clean and transform

the data and highlight the useful information that will serve to obtain the conclusions of our

proposal.

Figure 3.10: A suggested approach for analyzing content and organizing information.
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• Inspect: in-depth reading of each scientific article, identification of orientation, identi-

fication of methods, tools, techniques to detect vulnerabilities or mitigate XSS attacks,

identification of the type of XSS attacks. Determine if the proposal is related to cookie

analysis or if it talks about cookie theft through XSS attacks, analysis of the limitations

of all works.

• Clean: Identification of common tools/methods/techniques and goals for all scientific

articles.

• Transform: Homologation of words (first capital letter, elimination of accents, elimina-

tion of singular and plural words).

• Categorize: Assignment of a category for all found values, e.g. JAVA and Python are

categorised as Software Tools, IDS/IPS or antivirus are categorised as Security Tools.

• Visualize: Summary of results over time (2018 - 2023) using time diagrams.

Figure 3.11 shows an overview of the results categorized by years; in Table 3.15, the

Top 5 most used tools are presented, among which Python and some of its libraries, Java

and Javascript, and finally, PHP and some of its extensions stand out. On the other hand,

in the Machine Learning-AI category, algorithms such as Multi-Layer Perceptron (MLP), Lo-

gistic Regression (LR), the Support Vector Machine (SVM), and tools such as word2vec,

which is an algorithm used for natural language processing, stand out. In third place, we

have categorized the analysis of web browsers, where the most used browsers are Google

Chrome and Firefox, and proposals that use a browser called PhantomJS that allows testing

browsing without headers. Fourth, we have categorized security tools, where tools such as

XSSed, Ad-Blockers, Web Application Filter, and security equipment such as IDS/IPS stand

out. In the last place of this top 5, we have placed the category Web Scrapers that allow

web scraping to obtain data from websites vulnerable to XSS attacks; the most used tools

are Selenium and BeautifulSoup.

In Figure 3.12, an analysis of all the tools within the Software Tools category was per-

formed, establishing a word cloud to determine which tools have been most used to detect

or mitigate XSS attacks from 2018 to 2023. It corroborates the information in Table 3.15

where it has been summarised that the most used tools were Python in conjunction with

some libraries, Java, Javascript, PHP, and some of its extensions. 2019 was the year when

there were more proposals for Python-based tools to detect or mitigate XSS attacks. On the
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Figure 3.11: Trend of the analysed works, assessment of the attribute Tools/Methods from

2018 to 2023

other hand, 2018 was the year with more Java or JavaScript-based proposals. As for PHP

and its extensions, in 2018, 2019, and 2020, a similar number of proposals were made.

Figure 3.12: Most used tools within the Software Tools category

Figure 3.13 analyzes all the tools within the Machine Learning-AI category, establishing

a word cloud to determine the most used algorithms to detect or mitigate XSS attacks from

2018 to 2023. It corroborates the information in Table 3.15 where it has been summarised

that the most used algorithms were Multi-layer perceptron (MLP), Logistic Regression (LR),

Support Vector Machine (SVM), and the word2vec algorithm. 2019 and 2020 were the years
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Table 3.15: Top 5 most used methods and tools for detecting and mitigating XSS attacks

from 2018 to 2023

Category Tools/Method Reference

Machine learning algo-

rithms

Multi-layer perceptron

(MLP)

[134],[135],[136]

Logistic Regression

(LR)

[137], [138], [139],[140]

Support Vector Ma-

chine (SVM)

[135],[141], [139],[140],[136]

word2vec algorithm [142], [137], [138], [139], [143]

Software tools Python, Python li-

braries

[144], [145], [146], [147], [137], [148],

[149], [150], [151], [152], [153], [143]

JAVA, Javascript [154], [155], [134], [156], [157],

[158],[159], [160], [161], [162], [163],

[164]

PHP, PHP extensions [165], [166], [167], [161], [168]

Web Browsers Analy-

sis

Firefox, Chrome,

Chromium, Phan-

tomJS

[144], [169], [145], [166], [157], [159],

[167], [170], [171][172],[163], [164]

Security tools

AD-blockers [172], [173]

Web Application Filter

(WAF)

[135],[140]

IDS/IPS [174], [140]

XSSed tool [175]

Web Scrapers

Selenium [176],[150], [172],[136]

BeatifulSoup [151], [177]

when there were more proposals for tools based on machine learning.

Figure 3.14 analyses all tools within the Web Browsers category, establishing a word

cloud to determine the most used browser to analyze XSS attacks from 2018 to 2023. It

corroborates the information in Table 3.15 where it has been summarised that the most used

browsers to detect XSS attacks or vulnerabilities are Firefox in first place (more proposals

are registered in the year 2018) and Chrome in second place (more proposals are registered
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Figure 3.13: Most used tools within the Machine Learning-AI category

for the year 2020). It has also been found that a browser called PythomJS allows testing

web browsing without headers.

Figure 3.14: Most used tools within the Web Browsers Analysis category

Figure 3.15 analyses all tools within the Security Tools category, establishing a word

cloud to determine the most used physical or logical security tool/equipment to analyze XSS

attacks from 2018 to 2023. The years 2018 and 2019 saw a higher trend in the use of

this type of equipment. The use of ad-blockers to detect XSS vulnerabilities is recorded,

as well as security equipment such as web application firewalls (WAF), intrusion detec-

tion/prevention systems (IDS/IPS), and tools such as XSSed, which are specialized in ana-

lyzing XSS vulnerabilities based on repositories, white-lists, black-lists, and signatures.

Figure 3.16 analyses all tools within the Web Scrapers category, establishing a word

cloud to determine the most used web scraping tool to analyze XSS attacks from 2018 to

2023. The years 2020 and 2021 saw a higher trend in the use of this type of methods.
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Figure 3.15: Most used tools within the Security Tools category

Beautifulsoup and Selenium are commonly used for analyzing XSS vulnerabilities. These

tools can be combined with web-based data delivery methods such as GET and POST [142].

Figure 3.16: Most used tools within the Web Scrapers category

Figure 3.17 shows the distribution of proposed methodologies to detect and mitigate XSS

attacks between 2018 and 2023, categorized by attack type: client-side, server-side, hybrid,

and DOM-based. Among the analyzed contributions, 62% focused on client-side (C) attacks,

7.2% on both client-side and server-side (C/S) attacks, 6% on server-side (S) attacks, 4%

on hybrid attacks, and 2.8% on DOM-based XSS attacks. A small percentage (6%) did not

specify the targeted XSS attack type.

Figure 3.18 illustrates a popular approach to detecting or mitigating XSS attacks: examin-

ing website vulnerabilities based on their ranking within Alexa.com. This method represents

11% of the evaluated data. However, Alexa.com ceased operations on May 1, 2022, after

over two decades of providing website traffic statistics. The list of base domains for finding

XSS vulnerabilities was structured using the Top million websites ranking from articles in
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Figure 3.17: Trend of the analyzed works, evaluation of the attribute Type of XSS Attack

2018 [148] and 2022[176].

Figure 3.18: Analyzed works supported by domains registered in Alexa.com

We have also categorized authors’ other tools or methods to detect/mitigate XSS vul-

nerabilities/attacks. For example, in the category Browsers Tools, the Lightbeam tool [178]

stands out in 2019. In the category Hacking Tools, we found the use of the Kalilinux tool

[153] in 2020. On the other hand, we have found studies based on analyzing users’ brows-

ing history [178]. We have grouped this type of tool in the category History User Analysis,

and we have only found one proposal in 2019.
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We have analyzed which operating system (OS category)type has been used in the XSS

vulnerability detection/mitigation process in all the proposals. Windows [141], [167], [179],

and Ubuntu-based systems [141], [147], [166] , [143], [180], [181] have been highlighted.

We have grouped proposals under the category Repository; in this group, the authors have

used script repositories [156], benign and malicious samples of XSS vulnerabilities [149],

vulnerability whitelists [163] and secure/insecure code blocks [168].

Answering the Research Question B

RQB ¿What techniques have been proposed for stealing cookies through XSS attacks?

Table 3.16 below summarizes our analysis of proposals that have included cookie-related

information. We have reviewed all relevant articles (27% only) that have studied or analyzed

cookies within their objectives; we have determined the proposed techniques for stealing

cookies through XSS attacks. We found that only a tiny percentage of the selected studies

have considered cookie analysis, e.g., [178], which focuses on the analysis of third-party

cookies, [182], which focuses on first-party cookies and synchronization. On the other hand,

in [183], we have analyzed the synchronization of cookies when users browse different do-

mains; in [160], a method for cookie rewriting as a method to avoid cookie theft was pro-

posed. Finally, the works that stand out the most are those that have used repositories or

cookie datasets in their proposals [170], [136], [138]. The study in [184] discusses cookie

theft through XSS attacks. However, this proposal has only indicated that if the attacker

cannot use the stolen cookies to impersonate the victim, then cookie theft is meaningless.

Our research indicates that preventing cookie theft and misuse is the only current solution,

highlighting the need for further investigation into effective theft techniques.

Answering the Research Question C

RQC ¿How our personal data is filtering through cookie theft executed by XSS attacks?

Our research aims to find information about cookie theft using XSS attacks. However,

beyond this primary objective, we have asked ourselves what type of personal or private in-

formation could be leaked if an attacker manages to steal our cookies (not only session cook-

ies). A well-known technique for stealing cookies is the XSS attack, which, using javascript

codes, can violate a victim’s browser by executing malicious code from other sites and per-

forming improper actions such as hijacking sessions, stealing cookies, injecting code, and

remote control.
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Table 3.16: Summary of the analysis to find information related to cookies

Ref Related to cookie analysis?

[169] Yes, In this proposal a Cryptography Local Proxy has been implemented, but

it does not specify how some type of personal data is filtered through the theft

of cookies.

[176] Yes, but the scope of the proposal is the analysis of session cookies

[185] Yes, through a lab to demonstrate the theft of session cookies.

[186] Yes, but it is only a theoretical proposal and no information on data filtering is

specified.

[187] It only indicates that XSS attacks can steal cookies but does not specify the

way

[188] Yes, but it only relates to attacks on the Online Social Network (OSN)

[183] The work has analyzed the synchronization of cookies but it does not deal with

the theft of personal information through XSS attacks.

[148] The authors only talk about analyzing the set-cookie header for session cook-

ies, but they do not relate to the theft of personal information through XSS

attacks.

[189] Yes, but no solution has been proposed to mitigate cookie theft through XSS

attacks.

[150] The synchronization of cookies with third parties has been explained in the

study, but privacy is a point that breaks with this research and has been little

investigated.

[160] No, only dynamic cookie rewriting has been specified to prevent spoofing

[138] Cookies have been considered, but the authors do not speak of information

filtering through XSS attacks.

[170] The authors have mentioned cookies but not the leaking of personal informa-

tion through XSS attacks

[190] The authors mention the study of cookies, but the tests and results obtained

have not been evidenced.

[171] Yes, but does not specify how personal information is leaked through XSS

attacks.

[172] It only talks about the synchronization of cookies in a third-party ecosystem.
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Our analysis has shown that certain methods have been proposed to enhance web se-

curity. For example, an article in [169] suggests the use of a Local Cryptography Proxy

that encrypts cookies each time a user accesses a website. This technique prevents stolen

cookies from being reused by replacing them with encrypted ones. Similarly, [160] proposes

dynamic cookie rewriting as a way to prevent spoofing.

We have found a research gap that opens the door to many possibilities, including letting

end users know how their personal information is leaked by cookie theft through XSS attacks,

which can come from experienced attackers or third-party domains. Moreover, this personal

information refers not only to session cookies, as the literature suggests, but also to cookies,

for example, marketing, which is connected each time we search for a product and another

web page suggests similar products.

One major concern is the type of personal information that is being shared through cook-

ies. Is it possible that one’s name, last name, location, expenses, credit card information,

and preferences are being shared? Additionally, it’s interesting to see how various domains

that have nothing to do with email are interconnected on an email page, as shown by differ-

ent web browsers.

Answering the Principal Research Question

XSS attacks on websites refer to the malicious insertion of code into web pages to com-

promise the security of users visiting those pages. On the other hand, XSS attacks to steal

cookies involve exploiting vulnerabilities in browsers to gain unauthorized access to cookies

stored in the user’s browser.

With the support of the 3 research questions - RQA, RQB and RQC, our Systematic

Literature Review revealed a research gap on personal data filtering to compare the effec-

tiveness of XSS attacks on web applications versus cookie theft. Two search strings were

used to find related studies, one targeting filtering XSS + cookies, and the other filtering XSS

+ websites.

The primary research question focused on the relationship between XSS attacks on web

applications and the theft of cookies through XSS attacks. The analysis involved careful

examination of submissions and extensive research to categorize the data. The goal was to

identify connections between XSS attacks on web pages and those targeting cookies. Cate-

gories such as Web Browser Tools, Social Networks, URL Analysis, Web Browser Analysis,

and Web Scrapers vs Cookie Analysis were examined to identify trends. Figure 3.19 illus-

trates the trends of each category and their relationship from 2018 to 2023. The research
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revealed a clear trend, indicating that attacks targeting websites outnumber those aimed at

stealing cookies, with a ratio of 5:1 for XSS attacks on websites to cookie theft through XSS

attacks.

Figure 3.19: Comparison between XSS attacks aimed at web applications and XSS attacks

aimed at cookie theft

A clear trend characterizes the relationship between the two variants of XSS attacks:

attacks targeting websites are higher than attacks designed to steal cookies. The ratio of

XSS attacks on websites vs. cookie theft through XSS attacks is 5:1.
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Chapter 4

The roadmap to the BOOKIE

framework
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4.1. PHASE A: CHARACTERIZATION

To understand how the framework was structured, this chapter explains the entire path from

when the idea was born to when it was implemented. BOOKIE is a framework to teach

how personal data can be leaked by stealing cookies using XSS attacks. It comprises four

main phases, as shown in Figure 4.1. In each of the phases, the research and experimental

process carried out are explained.

Figure 4.1: BOOKIE: A framework to teach university students about filtering personal data

by stealing cookies via xss attacks

4.1.1. Sub Phase 1: XSS Attacks

CookieScout is based on the analysis of the cookies that are created when a user visits

different websites. It defines a new approach for analyzing these sites and avoiding XSS

attacks, reducing the likelihood of users visiting compromised websites. The model will
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prevent the storage of suspicious cookies, the theft of personal information, or the hijacking

of these session files. CookieScout has been structured in three parts (Figure 4.2): data

collection, data analysis, and the analytical model (algorithm).

Figure 4.2: CookieScout: An analytic model for prevention of Cross-Site Scripting

Data Collection

For the data collection, two scenarios were proposed for executing the XSS attack: a) within

a domain infrastructure and b) in a controlled infrastructure. The Beef framework [191]

was used for both cases, which involves identifying the victims and analyzing the traffic

they exchange with the attacker. The goal was to analyze the number of packets sent and

received, the ports used, and the behavior of cookies created. This first part defined the

variables used later in the algorithm..

Execution of the XSS attack

The successful implementation of the attack was using social engineering. A link was

configured so that the home page of the client’s browsers changed to a modified web page

with information that allowed the execution of the attack. The hook was a JavaScript code-

named hook.js hosted in the same framework.

When executed, it calls the server where Beef Framework is running and sends informa-

tion about the victim. Once the victim’s computer was compromised, it was possible to ex-

ecute remote commands and additional modules against the victim, including the automatic

play of a sound or a pop-up asking about the need to update the Adobe Flash Player plug-in.

When the client clicks the web page, it commits itself, and all the machine is recorded in a

tree of hooked browsers.

The attack was carried out under two scenarios: a domain infrastructure (inec.gob.ec)
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and a controlled infrastructure (virtual machines). In the first scenario, the INEC domain

server rules configuring the default home page in the users’ browser were modified; this

domain server was based on the Windows Server operating system. URLs or home pages

have been configured in the Group Policy Management settings so that certain users can

see the page contaminated with XSS codes as their home page. In the second scenario,

virtual machines were configured in Windows and Linux to simulate a real scenario and

avoid the invasion of the privacy of real users.

In technical terms, the hook refers to a user interacting with a button or link on a modified

web page. This interaction sends the computer into a zombie state, where an external

framework can remotely monitor it. The bait website was hosted on the attacking machine’s

server for testing, accessed through this link: 192.168.10.X:3000/demos/basic.html.

In the given scenario, users who lacked basic security knowledge trusted their browser’s

homepage without realizing that it was modified. We used Wireshark and Tshark tools to

collect the exchanged traffic, where Wireshark helped us analyze all the data obtained on

Windows clients visually while Tshark helped us collect traffic in text mode on Linux clients.

We were able to obtain information from the cookie created by the Beef framework, as shown

in Table 4.1.

Table 4.1: Cookie information created when a user accesses the vulnerable web page

Parameter Description

Name BEEFHOOK

Content ffMLBvDUSJufXhcihMv. . .

Domain 192.168.10.X

Path /

Creation Date June 2017

Expiration Date December 2030

Script Accessibility Yes

Certificate No

Following the attack, we conducted a thorough analysis to confirm that popular antivirus

solutions, including McAfee, Avast, Nod32, and Norton Security, failed to detect any sus-

picious activity related to modifying the test homepage. Notably, no warning or alert was

triggered during the attack, indicating that it went completely unnoticed. Consequently, all

users could connect to the Beef Framework.
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Data Analysis

We analyzed the traffic between the victims and the attacker by counting the number of

exchanged packets in Table 4.2. It was found that this traffic was consistently higher than

other website traffic.

Table 4.2: Summary of packages sent/received in the attack (A) towards each victim (V)

Victim Total A → V V → A

Victim 1 187 Kb 100 Kb 87 Kb

Victim 2 1024 Kb 757 Kb 447 Kb

Victim 3 2076 Kb 1043 Kb 1033 Kb

Victim 4 1098 Kb 1075 Kb 833 Kb

During the attack, the network ports used were randomized but sequentially to connect

the victims to the framework. As shown in Table 4.3, the destination port varied for each

victim, while the source port remained constant at 3000.

A cookie has a name and identifier that can be created, modified, or deleted on the client

and server. It’s sent in HTTP requests and some cookies can have the same name across

different websites.

To evaluate how much information a user exchanges with visited sites, traffic analysis

was used. Attacker ports are found to be random, making it difficult to detect attacks, and

attackers can hide their ports using tools.

The traffic analysis is a reference point to evaluate the amount of information a user

exchanges with the sites visited. This implies the consumption of time and the high use of

resources. Table 4.5 shows that the ports used to attack the victims are random. Nowadays,

Table 4.3: Summary of ports used in the attack (A) on each victim (V)

Victim Source Port Destination port

(A) (V)

Victim 1 3000 1391 to 1398

Victim 2 3000 2166 to 2188

Victim 3 3000 52300 to 52305

Victim 4 3000 35616 to 35621
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some tools allow the hiding of ports when executing an attack. That is why this parameter

was not included in our algorithm design.

With this analysis, the following parameters of the cookie were chosen and then struc-

tured to present our algorithm proposal:

• Name: is the name with which the cookie is created.

• Site: is the domain or web page visited by the user.

• Creation date: It is the date recorded when the user visited a web page.

• Expiration date: is the date that indicates when the cookie expires.

• Execution of commands: is a property that indicates if it allows to execute commands

or not.

Analytical Model

A flowchart in Figure 4.3 was presented based on structured data to classify suspicious

cookies. In addition, browsing tests on suspicious sites were performed to gather more

information about cookies and compare it with the data. The algorithm runs for each website

visited and each cookie created by it, as described in Algorithm 1.

• Site Explorer: scans all websites visited by the client, covers the entire web browsing

information of each user.

• Cookie analyser: analyses the cookies generated by each website visited. Accord-

ing to the results obtained from the data collection, most websites generated 1, 2, 5,

or even 31 cookies; therefore, it is a requirement to analyze each website visited to

identify the number of cookies created.

• Extract parameters: After analyzing the website and its cookies, the following param-

eters are extracted:

– Cookie Name - [CookieName]: it does not correspond to a known name and can

be a combination of symbols, letters, numbers or all. It is defined as a string of

text.
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Figure 4.3: Flowchart to rate the reputation of cookies according to their attributes

– Domain - [CookieSite]: The website that generated the cookie can generate 1

to 31 or more cookies. They can be first-person (own domain) or third-person

(third-party domains).

– Accessibility - [CookieExec]: a boolean variable was identified for the execution of

commands, this can be of type: hostOnly cookie, session cookie, secure cookie

or httpOnly cookie.

– Creation date - [CookieCreate]: Corresponds to the day, month, year, and time

the cookie was created. It is assigned a variable for the type of date.

– Expiration date - [CookieExpire]: Cookie expiration dates include day, month,

year, and time. It is assigned a variable for the type of date.

In addition, the following variables were declared:
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– [i]: to count the cookies for each website.

– [j]: to scroll through the entire list of visited websites.

– [CookieRate]: It starts with a value of 100 to qualify the cookie’s reputation. This

value means that it is reliable.

– [BlockSite]: This variable will be assigned to a website when the cookie has a low

reputation. Later, it will keep track of the websites that must be blocked.

• Storage parameters: It is responsible for storing the variables, according to the infor-

mation of the parameters found in the websites visited, with their respective cookies.

The following variables were registered: [CookieName], [CookieSite], [CookieExec],

[CookieCreate], [CookieExpire].

• Conditions: subsequently, a set of conditions were executed:

– “If its difference is greater than 3".This condition was run to compare the creation

and expiration years of the cookies. Ten points are subtracted from the variable

[CookieRate] that qualifies the reputation; otherwise, the following condition is

executed.

– “If the [CookieExec] variable is equal to 1". The reputation variable is decreased

by 10 points.

– “If the cookie name ends in "* .js". The cookie is a JavaScript type and 10 points

are subtracted from the variable where the reputation is stored..

– “If the cookie’s reputation is less than or equal to 70", when a cookie meets all

three conditions, it gets 70 points and its site is stored as BlockSite. The user is

then alerted about it.

For cookies that meet one or two conditions, a gray list is created to qualify them as

suspicious. Later this information is stored in the Knowledge Base.

• Knowledge Base: The algorithm analyzes cookies sequentially. It checks if the visited

website is on the list of blocked or suspicious websites in its knowledge base. If yes, it

alerts the user on their second visit. If not, it continues with the algorithm’s sequence.
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Algorithm 1 Algorithm flow diagram proposed
Input: CookieName : String

Input: CookieSite : String

Input: CookieExec : Boolean

Input: CookieCreate : Date

Input: CookieExpire : Date

Input: CookieNum : Numeric

Input: TotalSiteV isited : Numeric

Initialize: CookieRate← 100

Procedure SITE EXPLORER: Count all the sites visited by the user and assign the value to TotalSiteV isited

Procedure COOKIE ANALYSER: Count the number of cookies per site visited and assign it to CookieNum

Procedure EXTRACT PARAMETERS: Extract the properties of cookies created

Procedure STORAGE PARAMETERS: Save the properties of cookies created

Select: CookieName,CookieSite, CookieExec, CookieCreate, CookieExpire

if CookieSite is in Knowledge Base then

ALERT: “This site CookieSite is suspect"

else

j ← 0

while j < TotalSiteV isited do

Count the number of cookies per site visited and assign it to CookieNum

if CookieNum > 1 then

i← 0

repeat

if CookieExpire− CookieCreate > 3 or CookieExec then

CookieRate← CookieRate− 10

else if CookieName ends with “.js" then

CookieRate← CookieRate− 10

else

i← i+ 1

end if

until i ≥ CookieNum− 1

end if

if CookieRate ≤ 70 then

Block CookieSite

ALERT: “This site CookieSite is dangerous"

end if

j ← j + 1

end while

end if

The results show that cookies can have the same name for domains or websites visited.

A curious fact is the number of cookies generated per site. Tests reveal that a site can

generate more than one cookie, with 31 being the most significant number.

Within the set of generated cookies, a subset had the "local storage" attribute, indicating

that they can persistently store data on the user’s computer. This data may include the user’s

most recent visit to the corresponding website.
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By comparing the cookies generated by suspicious and unreliable websites, it was found

that certain websites generated cookies with the name Facebook. com, which means that

an attacker could steal credentials information if we navigate with an open session of social

networks. Other more dangerous websites generated a cookie similar to the one of the

framework Beef, with the name cookies.js.

The creation and expiration dates of cookies were a good reference to determine which

ones were suspicious. The analysis of the websites in Figure 4.4 shows that 29.41% of the

websites create cookies with an expiration year greater than 3. The most common years

found were 2027, 2075 and 2077.

Comparing with the cookie created in the attack using the framework Beef (13 years of

expiration which helped to define the variables CookieCreate and CookieExpire), we can

say that this property was fundamental and the basis for designing the algorithm, since

we compared the cookie that creates an ethical hacking program vs a cookie created by a

suspicious website. The average found for the expiration date of the cookies was only 2

years. With this information, we classified as dangerous cookies those ones that exceed 3

years of expiration.

Figure 4.4: Statistics of the expiration date of the cookies created

The choice of the name attribute is also crucial in the analysis since it was found that

the names of all cookies have no meaning. We found names with a single character, which

allows us to analyze cookies with an additional process; we had names like cookies. js

similar to the JavaScript file that Beef Framework uses to hook victims. Then, the cookie

name was included as a variable due to the extension, equivalent to a script that can be

exploited in the XSS attack.

Cookies that allow the execution of commands, shown in Figure 4.5, were also part

of the algorithm. From an initial test of 17 visited websites, 88.24% of the cookies allow
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Figure 4.5: Cookies created that allow the execution of commands

the execution of commands, and only 11.76% of the websites created cookies of the type

httpOnly=1, which It means that it does not allow the execution of XSS attacks.

The algorithm has a sub process that creates a knowledge base for visited websites.

This database includes their cookies and reputation levels, which adds value to Phase 1.

The algorithm can then compare new websites to the database before analyzing them.

4.1.2. Sub Phase 2: Cookie Behaviour

The DataCookie model has been proposed using the CRISP-DM methodology as a frame-

work to execute the data mining process. The primary objective of this proposal was to

construct a model that can categorize cookies based on various attributes extracted from

users’ navigation databases. DataCookie consists of 6 phases, shown in Figure 4.6:

A. System Setup

This analysis was executed in a public institution. The navigation history of 400 users during

a typical workday was obtained to analyze all the domains and sub-domains generated; the

WSA (Cisco Ironport) Web Security Control data was used. The privacy of the users was

not affected because, as network administrators, we can review the browsing history of the

users to create new rules or check the non-compliance of the already configured ones.

B. Processing and cleaning

This first record contains the browsing history of all users. As shown in Fig. 4.7, it contains

the URL, URL Category, Disposition, and Threat Type fields. According to the preset rules

77



Figure 4.6: DataCookie: Proposed Model for Obtaining Rules from Cookie Mining

of the appliance, there are 77 navigation categories. A total of 231094 records were found.

Figure 4.7: Resume of records obtained from the Web Security Appliance (DataSet01)

The first dataset, textbfDataSet01, was cleaned by a Python script to obtain unique do-

mains. The second data set, DataSet02, had 134951 records. The categories were pre-

sented among layout rules: allow, block and monitor.

A dataset called DataSet03 was filtered based on the Disposition and Threat Type fields

4.8. The resulting dataset had 6432 records, which were then reduced to 5113 after elimi-

nating duplicates. During this process, it was discovered that 8 out of 77 categories allowed

access to pages with threats. These categories were Advertisements, Astrology, Block, File

Transfer, Games, Hacking, Illegal Activities, and Uncategorized.

The next step was determining if any of these domains had XSS vulnerability. The cook-

ies generated by these domains in a virtual machine configured with a Windows 7 operating
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Figure 4.8: Resume of records obtained to structure the DataSet03

system with 1GB of RAM and one processor were analyzed. The NAT mode in the network

configuration was set to protect the virtual environment. This machine was used to manually

access all the domains of the DataSet03 through the Mozilla Firefox browser. As a result,

1666 cookies were obtained. Not all domains in the dataset generate cookies because they

correspond to domains that require a username and password to log in, such as login pages

(session cookies).

C. Data Analysis

The RFC 6265 (HTTP State Management Mechanism) provides the normative reference to

interpret each parameter of the cookies:

Name: the name of cookie

Value: the value of the cookie. This value is stored on the client computer. It does not

store sensitive information.

Expire: the expiration time of the cookie. This is a UNIX time stamp. It is a number

represented in seconds.

Path: the path on the server where the cookie will be available. If set to the root (/), the

cookie will be available throughout the domain.

Domain: the domain for which the cookie is available. By setting this to a sub domain

(www.example.com), the cookie will be available for that sub domain and all other sub do-

mains within this (w2.www.example.com).

Secure: shows that the cookie should only be transmitted over a secure connection from

the client. When set to TRUE, the cookie will only be set if a secure connection exists.

HttpOnly: when set to TRUE, the cookie will only be accessible through the HTTP

protocol. This means that the cookie will not be accessible by scripting languages, such
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as JavaScript. This configuration can effectively help to reduce identity theft through XSS

attacks (although it does not support all browsers).

To complete this phase, CookieView and SQLite Studio tools were used. The first one

analyzes the parameters of registered cookies acting as a cookie viewer. With the second

tool, a central database (DataSet.sqlite) was structured to perform the mining work.

Initially, these values were exported to a minable data set. The main fields selected were:

domain, name, value, isSecure and isHttpOnly. Because the original fields corresponding

to ExpirationDate, LastAccess and CreationDate were in Coordinated Universal Time (UTC)

format, we did an operation to transform to format dd/mm/yr - hh:mm:ss. However, only the

ExpirationDate field was used, and an operation was added to have a value of TRUE if the

expiration date was greater than two years; otherwise, FALSE.

D. Modeling

In order to analyze this data in Weka, the records of the data set were exported to .CSV

format and later edited in a notepad to format them as follows:

The records that met the conditions proposed in the conceptual model of Phase 1 were

classified as Suspicious. Finally, the file was saved formatted with the extension *.arff, which

is the format supported by the Weka software. The preview of the final data set is shown in

Figure 4.9.

Figure 4.9: Preview of DataSet.arff file formatted for analysis using Weka Software

Table 4.5 presents a summary of the description of the attributes and the values that
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Table 4.4: Summary of packages sent/received in the attack (A) towards each victim (V)

Type Name Value Description

@attribute Category - New database column added for cookie-

based class establishment by domain

categories.

@attribute Path root,noroot Cookie saved in root directory or sub-

directory within it.

@attribute isSecure TRUE/FALSE Cookie sent via HTTP (FALSE) or HTTPS

(TRUE). Original values: 0 and 1.

@attribute isHttpOnly TRUE/FALSE Value is TRUE if XSS attacks are not al-

lowed; otherwise, it’s FALSE. Initial val-

ues were 0 and 1.

@attribute Mayor2A TRUE/FALSE The expiration date will be TRUE if it ex-

ceeds two years and FALSE if it doesn’t.

@attribute Sospechoso YES/NO Redirections between domains or files

with .js extension will mark the cookie as

suspicious (value: YES).

have been established in the DataSet.arff.

In the next phase, the following algorithms in Weka software were selected to run data

mining:

• RepTree

• J48

• RandomForest

• DesicionStump

• HoeffdingTree

• LMT

• RandomTree

We compared the models in the Tree section of the software to analyze their performance
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Table 4.5: Final DataSet.arff Attribute Description

Attribute Description Possible Values

Category Set the classes according to the

cookies generated by the corre-

sponding domains

Advertisements, Astrology, Block,

File Transfer, Service, Games, Hack-

ing, Illegal Activities, Uncategorized

URL,etc.

Path If the cookie is saved in the root di-

rectory

root, noroot

isSecure If the cookie is sent over HTTP or

HTTPS

TRUE, FALSE

isHttpOnly If it does not allow XSS attacks TRUE, FALSE

High2A If expiration date is greater than 2

years

TRUE, FALSE

Suspect If there is redirection between do-

mains, or have JavaScript files

YES, NO

and choose the best algorithm. The decision tree’s rules were then extracted to classify new

cookies.

The objective of the selected algorithm was to predict if a new cookie is suspicious, and

we wanted to know how good the prediction would be with future data. We used the Cross-

Validation technique with 10 Iterations. This technique aims to overcome the problem of

over-fitting and make predictions more general. Thus, the dataset was divided into ten equal

parts (folds); each was used once for testing and nine times for training.

E. Performance Evaluation

We evaluated and compared Weka’s decision trees performance based on selected analysis

parameters.

• Correctly Classified Instances (Correctly)

• Incorrectly Classified Instances (Incorrectly)

• True Positive Rate (TP Rate)

• False Positive Rate (FP Rate)
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• Precision

• ROC Area (AUC)

Accuracy of a model is determined by the number of correctly and incorrectly classified

instances. True Positives (TP) and True Negatives (TN) are correctly classified, whereas

False Positives (FP) and False Negatives (FN) are incorrectly classified. Precision is cal-

culated by dividing the total number of correctly classified instances by the total number of

instances. Accuracy is the proportion of positive cases that were correctly predicted.

Executed Trees algorithms collected data on variables such as Correctly/Incorrectly Clas-

sified Instances, Mean Absolute/Squared Error, Precision, and Model build time. The results

have been summarized in the Table 4.6

Table 4.6: Summary of results of classification tree algorithms

Correctly

Classified

Instances

Incorrectly

Classified

Instances

Mean Abso-

lute Error

Root Mean

Squared Error

Relative Abso-

lute Error

Root Relative

Squared Error
Precision

Time to build

model

RepTree

Results 1578 88 0.0978 0.2233 0.01s

Results(%) 94.7179% 5.2821% 34.6592% 59,4562% 94.8%

J48

Results 1583 83 0.0942 0.2172 0.04s

Results(%) 95.018% 4.982% 33.3844% 57.834% 95.2%

Random Forest

Results 1583 83 0.0898 0.2127 0.15s

Results(%) 95.018% 4.982% 31.8139% 56.6393% 95.2%

DesicionStump

Results 1583 83 0.0968 0.2131 0.68s

Results(%) 95.018% 4.98% 34.28% 56.75% 94.7%

HoeffdingTree

Results 1581 85 0.0967 0.2195 0.02s

Results(%) 94.89% 5.102% 34.24% 58.45% 95.1%

LMT

Results 1583 83 0.0968 0.2131 0.68s

Results(%) 95.018% 4.98% 34.28% 56.75% 95.2%

RandomTree

Results 1581 85 0.08 0.2123 0.1s

Results(%) 94.89% 5.10% 31.32% 56.52% 95.1%

In Tables 4.7 and 4.8 we present the results of the values obtained for each decision tree

model after running the tests with the DataSet.arff.

The receiver operating characteristic curve (ROC) are two-dimensional graphs plotting

the actual positive rate (TPR) on the Y-axis. The false positive rate (FPR) is plotted on the X-

axis (Figure 4.10, Figure 4.11, and Figure 4.12). The excellent performance of our classifier

is reflected by a ROC curve which lies in the upper left triangle of the square (Figures 4.11a

and Figure 4.11b).
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Table 4.7: WEKA Decision Tree Algorithms Output (YES Class)

Model Correctly Incorrectly TP Rate FP Rate Precision ROC Area

Reptree 1578 88 0.714 0.005 0.967 0.832

J48 1583 83 0.714 0.001 0.990 0.834

Random Forest 1583 83 0.714 0.001 0.990 0.927

DesicionStump 1577 89 0.714 0.006 0.952 0.829

HoeffdingTree 1581 85 0.714 0.003 0.981 0.832

LMT 1583 83 0.714 0.001 0.990 0.921

RandomTree 1581 85 0.714 0.003 0.981 0.929

Table 4.8: WEKA Decision Tree Algorithms Output (NO Class)

Model Correctly Incorrectly TP Rate FP Rate Precision ROC Area

Reptree 1578 88 0.995 0.286 0.944 0.832

J48 1583 83 0.999 0.286 0.945 0.834

Random Forest 1583 83 0.999 0.286 0.945 0.927

DesicionStump 1577 89 0.994 0.286 0.944 0.829

HoeffdingTree 1581 85 0.997 0.286 0.945 0.832

LMT 1583 83 0.999 0.286 0.945 0.921

RandomTree 1581 85 0.997 0.286 0.945 0.929

Area under the ROC Curve (AUC) provides a value description for the performance of the

ROC curve. Our AUC value is a portion of the area of the unit square, so its value will always

be between 0 and 1 and usually more significant than 0.5 [192], according to [193] the area

under a ROC curve (AUC) is a criterion used in many applications to measure the quality of

a classification algorithm. A poor sorter has an AUC of around 0.5 (no discrimination; it is

chosen randomly) and 1 (perfect discrimination).

In order to choose the right model, we examined the information provided in Tables 4.7

and 4.8. After analyzing the data, we found that the DecisionStump, HoeffdingTree, LMT,

and RandomForest models did not produce a clear final tree structure in the Weka software.

As a result, we decided to eliminate these models from consideration.

Our analysis led us to focus on three models: J48, RepTree, and RandomTree. The Ran-

domTree model has an impressive AUC of 0.929, which is higher than both J48 and RepTree
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(a) J48 YES CLASS (b) J48 NO CLASS

Figure 4.10: ROC Area for J48 model - YES and NO Class

(a) RandomTree YES CLASS (b) RandomTree NO CLASS

Figure 4.11: ROC Area for RandomTree model - YES and NO Class

(a) RepTree YES CLASS (b) RepTree NO CLASS

Figure 4.12: ROC Area for RepTree model - YES and NO Class

models. However, the J48 model has superior accuracy compared to the RandomTree and

RepTree models, despite the RandomTree model’s high AUC.

We also analyze the correctly classified instances; model J48 has a higher value (1583)

than RepTree (1578) and RandomTree (1581). Likewise, the J48 model incorrectly classifies

fewer instances (83) than the RepTree (88) and RandomTree (85) models. The selected

model will then be J48 to obtain the programming rules of our script. Figure 4.13 shows the

decision tree structure obtained with the J48 model.

F. Deployment

Our goal was to create a data set from the cookies generated by analyzing users’ browsing

history. This data set helped to train our model responsible for classifying new cookies from

a new data set of navigation obtained from the web control appliance. The rules obtained
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Figure 4.13: Structure of the decision tree obtained with the J48 algorithm

from the decision tree algorithms were applied in phase 3 of our model (Data Analysis)

because the navigation records and the cookies information that had been generated were

stored there DataSet.SQLite. Furthermore, in phase 3 our data set was structured with the

attributes of the selected cookies and those that were added (Category).

The rules obtained from the decision tree, using the J48 algorithm, allowed us to develop

a script using Python to obtain the domains to which the cookies classified as suspicious

belong. In Figure 4.14, a preview of the code developed to structure these rules is shown,

while Figure 4.15 shows a view of the output obtained when executing this script.

This script was executed with a new structured data set obtained following the sequence

of phase 1 but this time obtaining the navigation record of a different day. Subsequently, the

cookies were registered. The final data set was joined by 1185 new cookies registered and

managed to rate 26 domains as suspicious through the analysis of their cookies.

In phase 1, we developed a model to classify cookies and prevent XSS. We analyzed

the attributes of cookies generated during a controlled attack and showed that XSS attacks

can be executed via compromised JavaScript files (*.js).
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Figure 4.14: View of Python algorithm to obtain the domain of cookies classified as suspi-

cious according to the rules obtained with Weka

Figure 4.15: Suspect Domains Report, Output after executing the script developed in Python

In this second phase, the data collection showed that the visited websites generated

suspicious cookies and JavaScript files. As shown in Figure 4.16, we found a script that can
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be used to execute an XSS attack. In this case, the disadvantage is that it is sent in plain

text for the use of HTTP protocol, which means that it can be easily captured with a network

sniffer like Wireshark.

Figure 4.16: Domain which contains JavaScript files extension susceptible to XSS attacks

Figure 4.17 shows one of the domains found in the Advertisements category that con-

tains a phishing attack and whose cookie can be seen in Figure 4.25. It was observed that

this page was redirected by an original domain called codeonclick.com.

Figure 4.17: Advertisement category with fake Adobe Flash Player update message for

phishing.

Figure 4.18: Cookie generated for the domain codeonclick.com and redirected to the domain

http://installupgradenow.bigtrafficsystemsforupgrades.date

4.1.3. Sub Phase 3: Cookie Theft

No matter how sophisticated our security is, the most significant risk will always be the same:

users click on the wrong links and send their passwords to the wrong websites. So in Figure

4.19, we have proposed a model to teach computer security tips through a controlled attack

of XSS. Our model is composed of the following phases:
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1. Recognition or Contact: The objective of this section is to select the people that will

be the target of our analysis

2. Collection of information: The objective of this phase was to stimulate the curiosity

of this people.

3. Compromised blog: Using the Blogger application to create a blog vulnerable to XSS

4. Steal of cookies: Create and steal a test cookie that is created on the computers of

the victims

5. Teach about the executed attack: Create a blog post to show what happened with

the attack

Figure 4.19: Proposed model to teach computer security through XSS attacks

Due to the users’ sensitivity, an intrusive attack was not carried out to protect their privacy.

A. Recognition or Contact

In the first phase we will test the trust and curiosity of our contacts using a social engineer-

ing technique. We encourage them to review links with relevant information and discover

something new. We aimed to teach them "how to steal personal data using a WhatsApp

status". However, as mentioned in [194], curiosity does not always equal intelligence. Our

study took advantage of this curiosity, and we motivated their curiosity by offering them false

information and distracting them through our blog [195].
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B. Collection of information

Three real scenarios were proposed to play with the trust of our contacts in the messaging

application WhatsApp and the social network Facebook. The objective of this phase was to

stimulate people’s curiosity. To fulfill this first objective, three attack vectors were used:

WhatsApp status that contains a QR code:

As seen in Figure 4.20, this QR code was generated with the Social Engineering Tools

(SET) software, which allowed us to camouflage a link to our compromised website. How-

ever, as the sensitivity of our contacts cannot be affected, our blog only contains information

that specifies the methodology to obtain their preferences by stealing their cookies. This

website was implemented as a personal blog.

Figure 4.20: a) QR Code generated as a WhatsApp status, b) Status of WhatsApp with link

to the compromised blog

A "Visitor Counter" was implemented in this blog to collect visitor characteristics as

shown in Figure 4.21.

• Country of origin

• Type of browser used

• Type of operating system
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• Date and time of visit

Figure 4.21: Data collected with the hidden visitor counter

The objective of this vector was to count how many contacts were persuaded to use some

medium or application that could decode the QR code. With this scenario it was shown that

the vector was not very intrusive since the QR Code acts as a static figure and users needed

to download a QR Reader application to be able to decode it. We must remember that our

contacts have basic computer knowledge. However, 3 contacts managed to decode it and

access the implemented blog.

WhatsApp status with a link to the compromised blog:

The objective of this second scenario was to create a link to the compromised blog and

put it as a WhatsApp status, as shown in Figure 4.26 b. However, the vector was not very

intrusive either; only five contacts accessed the blog after reviewing our WhatsApp status.

A post on Facebook with a fake note:

In this third scenario, showed in Figure 4.22, a post was published on the Facebook

social network that read: ¿Do you want to know how to steal information through a

WhatsApp status? More information here ... The same was linked to our compromised

blog.

Figure 4.22: Post on Facebook with a false note to redirect to the compromised blog

The compromised blog:

This section explains how the compromised blog was implemented using the Blogger ap-

plication, which allows the creation and publishing of online blogs. According to the Blogger

website [196], to publish content, the user does not have to write any code or install server
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or scripting programs. However, here, we show that it is not true and that a blog could be

implemented with HTML and JavaScript code that steals a cookie created by the same blog.

We cannot control the sensitivity of our contacts. We gained access to this blog by

taking advantage of their trust and curiosity. The blog was designed to demonstrate how

their information could be obtained by stealing their cookies. We only extract information

from the cookies created by the blog they visited, not from the sites they browsed.

C. Steal of cookies

In the Figure 4.23, we aimed to steal a cookie using JavaScript codes. We conducted a test

to obtain the cookie created by the blog and documented the action. The obtained results

were added to the blog as an entry.

Figure 4.23: Proposed scheme to implement the compromised blog

In summary, this scheme proposes the implementation of our blog with XSS codes in 3

steps:

Create the Test HTML blog:

An entry titled Phishing Test was created using the Blogger application and JavaScript

codes to generate and retrieve information from a cookie. This is shown in Figure 4.24.

Create a test cookie on the user’s computer:

The JavaScript code was developed within the blog to create a cookie on the user’s

computer with the information shown in Table 4.9.
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Figure 4.24: Compromised blog design using JavaScript code

Table 4.9: Content of the cookie that will be created on user’s computer when visiting the

compromised blog.

Parameters Value

Name username

Content ResearcherCokies

Domain pentabyteblog.blogspot.com

Root /

Send to Any type of connection

Created Monday, June 4, 2018, 16:34:39

Expires Saturday, December 18, 9999, 07:00:00

Steal the content of the cookie created:

The JavaScript code was embedded in the blog’s HTML code to retrieve the cookie’s

content. When a user visits the website, the same page will show the content of the cookie

that was created on his computer. This can be improved by designing a script that redirects

the information of all cookies obtained from each user who visits the blog. However, this

would be a more intrusive attack and break the privacy of our contacts.

Figure 4.25: Preview of the message displayed by the blog with the stolen cookie information
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In Figure 4.25, we can see the outcome of the process. The result appears as new

content on the blog and is labeled as STOLEN COOKIE = ResearcherCookies. This label

is used to display the cookie content that was created on the page. This demonstration is

intended to show how to obtain the cookie’s content.

D. Teach about the executed attack

Based on the analysis of scientific literature, it has been found that some proposals are

not designed to educate users who have limited knowledge. On the other hand, there are

proposals that aim to educate users, but they are limited in their scope as they focus on

advanced users [197].

Our goal was to educate users who needed to learn about computer security. We used

tips and advice from the same blog that we used to steal the test cookie from the browsers

that visited the blog to teach them how to prevent all the actions that users executed in this

controlled attack.

With the first and second phases of our model, it was proven that our trusted contacts

used their curiosity to access the compromised blog. These are some of the tips that were

published in the blog post.

¿Do you know how we get you to see our engaged blog? We gently abuse your

curiosity and confidence. Hackers exploit this because they know the first attack move-

ment is always trust.

Did you know that the information we published on the blog was false? Most

users are interested in hacking their partners’ Facebook or WhatsApp accounts.

¿Did you know that information cannot be stolen through WhatsApp statuses?

Users without knowledge of computer security access any information that catches

their attention.

Analysis of Results

This section analyzes the results obtained during the data collection and execution of the

three attack vectors.

After analyzing Table 4.10, we discovered that only three contacts accessed the compro-

mised blog through a QR code decoding application. This was confirmed by the visit counter,
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Table 4.10: Summary of contacts who visited the blog

-
Through QR Code in

WhatsApp

Through Link from

WhatsApp
Visiting Facebook Post TOTAL

Contacts that ac-

cessed the blog
3 5 174 182

which registered the visits on the day the status was published in WhatsApp. On the other

hand, only five contacts accessed the compromised blog by clicking the URL link set as the

WhatsApp status. Most of the visits were obtained through Facebook publications with false

information. The post received 174 clicks and redirected the users to the compromised blog.

As shown in Figure 4.26, our visitor counter recorded that the operating system most

used to access the blog was Android (32% - 58 users), followed by Windows (31% - 56

users) and iPhone (30% - 54 users). On the other hand, the most used browsers were

Google Chrome (57% - 103 users), followed by Mobile (30% - 55 users) and Firefox (10.43%

- 19 user), as shown in Figure 4.27. It was also recorded that the most significant number

of visitors was in Ecuador (140), followed by the United States (29), Peru (6), Spain (3), Italy

(2), the Philippines (1) and Chile (1). Our analysis confirms that all the visitors who accessed

the blog were not just casual browsers, but individuals genuinely interested in our content.

This was evident from their active participation through comments on the blog, seeking more

information about the tips we shared.

Figure 4.26: Statistics by Operating System

obtained from the visitor counter

Figure 4.27: Statistics by Browsers obtained

from the visitor counter

95



4.1.4. Sub Phase 4A. Personal Data Filtering

In this phase, we explain the model of our proposal called XSStudent, which is divided

into two parts. The first is shown in Figure 4.28, whose objective was to determine if the

Universidad de las Fuerzas Armadas-ESPE users are susceptible to XSS attacks based on

QR codes. We also investigated if their mobile devices were installed with some antivirus

software or similar that allowed them to detect and block this type of attack. The second

section is shown in Figure 4.28, where the proposal to mitigate this type of attack is detailed.

Controlled model to execute the XSS attack in the university

The model of our attack is composed of the following elements:

1. Victims

2. Attack vectors

3. Survey

4. Vulnerable pages

Figure 4.28: XXStudent: Model used to execute the XSS attack

1. Victims

The controlled attack was planned to analyze the security level of users’ mobile devices

against XSS-type attacks. Four types of users were targeted: teachers, students, adminis-

trative personnel, and military personnel of the Universidad de las Fuerzas Armadas sede

Santo Domingo de los Tsáchilas. Through flyers placed in all hallways, interested users

were invited to check the security level of their mobile devices. We use this methodology

based on the study presented in [198].

96



2. Attack vectors

The access request to the vulnerable web pages was made through a flyer (Figure 4.29)

and two attack vectors. On the flyer, we place the following instructions:

• ”If you have activated your cell phone’s mobile data, please change it to the Wi-Fi

university network (this way, we can ensure that the study will be reliable and safe)".

• ”If you do not have a QR code reader, you can download any QR Reader type appli-

cation from your preferred application stores".

• ”Once you have the QR Reader application, please scan the following code (Vector 1),

click OK, and complete the proposed survey in Google Forms".

• ”If you can not download the QR Reader application you can enter through any

browser to the following link (with redirection to a server within ESPE domain):

http://tinyurl.com/y6ot6z8u".

This methodology was established to avoid setting up vulnerable websites using public

servers. A local server was configured within the university’s local domain to do this.

2. Survey

With the first attack vector, the victim scans the QR code that directs it to a survey

prepared in Google Forms. In this survey, we request the following information, as seen in

Table 4.11:

The last question in the survey contains the URL link to the website compromised with

the XSS script. This link was also camouflaged with the Tinyurl [199] application so that

users would be more confident about clicking on it.

3. Vulnerable website

We have used the BeEF software in the same way as in the first phase of our framework.

As mentioned, it is a penetration testing tool that analyzes web browsers. A server was

configured via the Docker application with the essential requirements, and we published it

locally within the university’s domain network. This prevented any information leak by users.

The software used has two websites with JavaScript XSS called Hook.js.

As seen in Figure 4.30, a bull logo appears with the letters BeEF. In the last survey ques-

tion, reference is made to this image; if the users could see it, the attack succeeded. The
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Figure 4.29: Preview of the flyer that were placed in the hallways of the University

Figure 4.30: Website No.1 compromised with the Hook.js script
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Table 4.11: Questions posed in the survey to analyze the level of security of the devices.

Question Possible Values

What kind of respondent are you? student, teacher, administrative,

military

If you are a student, what career does it belong to? Tecnologías de la Información,

Agropecuaria, Biotecnología

What is your gender? Male, Female, I do not want to

say it

How old are you? [Open answer]

What operating system does your mobile device have? Android, IOS, Windows Phone,

Other

What is the brand of your mobile device? Samsung, Motorola, Nokia, Al-

catel, LG, Huawei, Sony, ...,

Other

Do you have any antivirus, firewall or similar software in-

stalled on your mobile device?

Yes, No

If you have any antivirus, firewall or similar software installed

on your mobile device, write its name?

[Open answer]

Do you know what phishing means? Yes, No

Do you know what XSS means? Yes, No

Do you know what a QR code is? Yes, N0

How did you enter this survey? Scanning the QR code of the

flyer, Manually entering the URL

link of the flyer, Through a link

sent by whatsapp

Enter the following link: http://tinyurl.com/y6ot6z8u and tell

us if you could see the following image (bull) on the website

Yes, No

link on this page was http://(iplocalserver):3000/demos/essential. The attack is simple

but very powerful because just by accessing this web page, the user could join a network of

devices in zombie mode, to which remote commands could be sent to perform tasks such

as obtaining information from the browser, for example, type, version, name, date and time

of access, type of mobile device. Figure 4.31 is also compromised with the Hook.js script.
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Figure 4.31: Website No.2 compromised with the Hook.js script

However, asking users if they were able to see images of meat when they accessed this

vulnerable page was not very appealing, so we decided to only forward to the first page.

4. Proposed model to prevent XSS attacks

In Figure 4.32, we can see our proposal to mitigate this attack that has been executed

using the Beef software. This proposal is composed of 4 sections:

XSStudent QR Reader

URL extractor

Cloud espe.local

XSS Detect

Figure 4.32: XSStudent: proposed model to prevent XSS attacks

4.1. XSStudent QR Reader

An application was developed to read QR codes based on APP Inventor software. The

BarCodeScanner and WebViewer components were used together. The first is to offer a
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reliable reader, and the second is to be an embedded browser that allows control of the

web pages that are opened when a QR code is scanned. To ensure the operation of these

components, we include the following values in their configuration properties, as seen in

Table 4.12:

Table 4.12: Configuring the BarCodeScanner and WebViewer Components properties for

QR Reader app

Component Properties Values

BarCodeScanner AfterScan The GoToURL block it is enabled and

disabled according to our control

WebViewer FollowLinks disabled

PromptforPermission enabled

The GoToUrl block calls the event to open the URL link scanned with the BarCodeS-

canner component. We could control it through control statements to enable or disable it

according to the result of the XSS Detect block. Thus, we ensure that our QR Reader does

not open the links after scanning the QR codes. The FollowLinks property also determines

whether URL links should be followed. In the disabled state, the malicious links will not be

opened until they are analyzed.

4.2. XSStractor

We extracted the URL from a text string and used this script to control its execution. This

helped us prevent web pages with XSS commands from running automatically, protecting

against potential attacks. We applied this technique to the web pages shown in Figures 4.30

and 4.31.

4.3 Cloud espe.local

Previously, the pages of Figure 4.30 and Figure 4.31 were analyzed. We train a system

to identify all the JavaScript type code it references and the code it calls via the string "src

= *.js", which are not on the same page. We use Python software Selenium to perform web

scraping on these sites. Our web scraper searched for all the code sections that contain the

script presented in Figure 4.33:

We have created a database in CSV format that lists URLs of pages that are vulnerable

to XSS attacks or contain the *.js extension, which could be called by a third party from

101



Figure 4.33: JavaScript code that our web scraper searches within the compromised web-

sites

another website. Our web scraper is designed to detect the code that includes the string

src="hook.js" We have also replicated this process for a web page that uses XSS-type

scripts. The resulting database has been set up on a local server at the local domain. It

contains information on URLs that have been previously analyzed and found to be suspicious

or contain XSS scripts.

4.4. XSS Detect

If the URL embedded in the QR code scanned with our scanner was within our knowl-

edge base stored in the local cloud, our QR reader displays the alert message "ALERT:

suspicious page, contains XSS type vulnerabilities". However, if the page was not marked

as suspicious within our secure cloud, the control flag allowed the activation of our Web-

Viewer component. This component displayed the web page associated with the URL that

was scanned using our QR reader.

All this process has been summarized in the following conceptual Algorithm 2:

Analysis of Results

In order to verify that our link to the compromised website was not detected as malicious

by any software, the online application Virus Total [200] was used. The analysis results are

shown in the Figures 4.34 and 4.35.

A pentest of the compromised websites with XSS codes was made using the online tool

shown in [201]. However, there was no response to detect an XSS attack. A summary of

the results of all the online pentest tools that were used for our research, according to [199],

is shown in the Table 4.13

Online tools were also used to detect XSS attacks, as shown in [207]; the results are

shown in Table 4.14.

The XSSCon [217] software, a Powerful Simple XSS Scanner made with Python 3.7,
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Algorithm 2 Proposed algorithm to detect URLs vulnerable to XSS attacks
Data: BarCodeScanner.AfterScan← QResult

Data: ScannedURL← QResult

Data: XSSResult← 0

Data: XSSAlert← "result"

Data: WebViewerActive← 0

if QResult == ”*/demos/basic.htm” then

XSSResult← XSSResult+ 1

end if

if QResult == ”*/demos/butcher/index.htm” then

XSSResult← XSSResult+ 1

end if

if QResult == ”http://*tinyurl.” then

XSSResult← XSSResult+ 1

end if

if QResult ∈′′ espe.local.csv′′ then XSSResult← XSSResult+ 1

end if

if XSSResult == 4 then

XSSAlert←′′ URLfoundissuspicious′′

WebV iewerActive← 0

else

XSSAlert←′′ URLfoundisnotsuspicious′′

WebV iewerActive← 1

end if

Figure 4.34: Results of the vulnerability

check of our website /demos/basic.html

Figure 4.35: Results of the vulner-

ability check of our website /de-

mos/butcher/index.html

was also tested. However, it did not detect any attack when testing the two compromised

websites. Something interesting that was found within the results was information on hidden

data collection referring to names, telephones, addresses, and identification of credit cards,

as shown in Figure 4.36.

Some browsers compatible with the Android mobile operating system verified the lack

of access control to pages vulnerable to XSS. As seen in the Figure 4.37, 93.7% of the

university users had this operating system installed on their mobile devices. With these

data, the following results were obtained.
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Table 4.13: Summary of results of the online pentest tools used

Tool Reference Results Disadvantages

Netcraft [202] not detected 28 days of evaluation, then it is manda-

tory to pay $1.06 monthly, in addition to

registering a credit card. If the subscrip-

tion request is not accepted, the applica-

tion is not initialized.

Pentest-Tools [203] not detected Was not able to detect the XSS attack

Ping.eu [204] not detected Does not offer the online URL analysis

service

Yougetsignal [205] not detected Does not offer the online URL analysis

service

Urlquery.net [206] not detected Is not functional, Invalid URL or failed to

DNS lookup.

Figure 4.36: Results obtained using the XSSCon software.

• Chrome for android: Does not detect the XSS attack

• Firefox for android: Does not detect the XSS attack

• Android default browser: Does not detect the XSS attack

• Opera mini for android: Does not detect the XSS attack

Finally, Figures 4.37 to 4.44 detail the results obtained with the XSS attack carried out

on all users (65% men and 35% women) of the University.

4.1.5. Sub Phase 4B: XSS2DENT

As seen in Figure 4.45, our proposal has been structured in 5 components:

104



Table 4.14: Summary of results of the online XSS scan testing tools used

Tool Reference Results Disadvantages

Find-XSS [208]

Does not allow

online analysis of

URLs

it requests the execution of a JavaScript that

was detected and blocked by chrome.

Quttera [209]
It is not functional

for common users

The links are entered for the URL analysis but

the system always throws the message: Pro-

vided resource is unreachable

XSS-

Scaner
[210]

It is not functional

for common users

The website is not secure, use only the http

protocol.

Acunetix [211] Without results
It requires a registration in the system to do

an online scan. Use the https protocol

W3af [212] Without results
Is a plugin for identifying persistent cross-site

scripting vulnerabilities

Ssllabs [213] Without results
Does not allow the analysis of URLs that use

the IP format, use the https protocol

Tenable [214]
It is not functional

for common users

It does not allow the online analysis of URLs,

it uses the https protocol. Software must be

downloaded.

Swascan [215]
It is not functional

for common users

It does not allow the online analysis of URLs,

it uses the https protocol. Software must be

downloaded.

Rapid7 [216]
It is not functional

for common users

It does not allow the online analysis of URLs,

it uses the https protocol. Software must be

downloaded.

1. Victims

This section describes the characteristics of the victims, who were the educational estab-

lishments of the city of Santo Domingo de los Tsáchilas. No model was established for

this selection to calculate a population/sample; instead, students from the Universidad de

las Fuerzas Armadas-ESPE first level of the Engineering in Information Technology Career

were asked to share the proposed challenge with their ex-partners. Thus, this compromised
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Figure 4.37: Mobile operating systems

recorded during data collection

Figure 4.38: Type of users that accessed

to the vulnerable website

Figure 4.39: Gender of users who ac-

cessed the vulnerable website

Figure 4.40: Average age of users who

accessed the vulnerable website

Figure 4.41: Information collected related

to the brand of mobile devices

Figure 4.42: Information collected related

to the antivirus installed on mobile de-

vices

challenge’s propagation level has been analyzed with a combination of 2 attacks. In this

space, the following research questions were proposed (RQ1 and RQ2):

RQ1: The educational establishments in Santo Domingo de los Tsáchilas are vulnerable

to attacks such as Cross-Site Scripting and clickjacking.

RQ2: By implementing Computer Security challenges, we can empower students to

recognize and mitigate the dangers of Cross-Site Scripting and clickjacking attacks.
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Figure 4.43: Record of the most used at-

tack vector

Figure 4.44: Total users hacked with our

controlled XSS attack

Figure 4.45: XSS2DENT: Proposed model to analyze XSS vulnerabilities in the educational

establishments of Santo Domingo de los Tsachilas City

Based on the results obtained, these questions will be answered in the discussion sec-

tion.

2. Attack Vectors

Flyers with a QR code were designed and delivered to the students for distribution. The

code embedded a link to a survey to collect data from people who scanned it. Similarly,

students could share the link to this survey through any social network.

3. Survey

This survey used a form designed using Google Forms to collect information about the

victims. The attack was within a shortened link using the TinyURL service that was part

of the proposed questions. The survey was structured with the variables of Table 4.15 for

further analysis:

107



Table 4.15: Questions included in the proposed survey

Question Possible Values

Select an option Student, Teacher, Public Employee,

Private Employee

Select your current level of education School, High School, University,

Postgraduate

What is the name of your School / College or University where you are

currently studying (student), or teaching (teacher)?

ESPE SD, PUCE SD, UTE SD, IT-

SAE SD, ITS Tsachila, UTPL SD,

UNIANDES SD, Otros

Select your gender Male,Female

How old are you? Enter your age in numbers only

What operating system does your mobile device have? Android, IOS, Windows Mobile, other

What is the brand of your mobile device? Samsung, Motorola, Nokia, Alcatel,

LG, Huawei, Sony, BlackBerry, Sony

Ericsson, Apple, Blue, Lenovo, HTC,

ZTE, Xiaomi, Windows Phone, Other

Do you have any antivirus, firewall or similar software installed on your

mobile device?

YES, NO

If you have any antivirus, firewall or similar software installed on your mo-

bile device, enter its name

Open answer

How did you enter this survey? Scanning the flyer QR code, Manu-

ally entering the URL link of the flyer,

Through a link received from a social

network

Enter the following link: https://tinyurl.com/wmlm4po and solve the Chal-

lenge proposed by the Ethical Hacking Club of the ESPE. Find all the

security flaws on that website write their names on the following line. If

you meet the challenge, we will send you an email to contact you.

Open answer

How did you access this challenge? Wi-Fi access of my School / Col-

lege / University, Wi-Fi access of my

House, Mobile data, I could not ac-

cess the Challenge, Other

If you used mobile data, tell us which operator you have the service Claro, Movistar, CNT, Tuenti, Other

4. Challenge

Access to our cybersecurity challenge was included in the survey. This link was masked

with the TinyURL online application to hide our server’s public IP address and access port.

Table 4.16 shows the clues raised for the challenge. Our goal was to distract the victims

from clicking on a button that showed the clues of the challenge one by one. In reality, the
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page had a clickjacking vulnerability combined with cross-site scripting; if the victims passed

the clues with the button, they already joined our zombie network because the XSS script

was running automatically and silently.

Table 4.16: Challenge proposed or the students

Question Proposed Challenge

Clue 1 Look for all the security flaws that this web page has

Clue 2
If you are reading this message it is because your antivirus did not

detect any of the failures.

Clue 3
A stronger hint: Your mobile device is vulnerable to this type of secu-

rity flaw

Clue 4
A much stronger clue: Your device being infected becomes Zombie

of a Botnet

Clue 5 We have combined 2 types of attack to make detection more difficult

Clue 6 Track Attack 1: What would you do if Mickey Mouse is kidnapped?

Clue 7
Track Attack 2: The second thing you read will be the first thing you

write: Extrañas Estudiar Español

Clue 8
If you discover any of the security flaws, write your answer in the

Google Form survey you are filling out

Table 4.16 shows that clues 6 and 7 were raised to be answered in the survey. The

victims believed that if the challenge were resolved, they would be integrated into the ESPE

Cyber Security Club. The answers for these clues are described in Table 4.17:

Table 4.17: Answers to the questions proposed in the Cybersecurity Challenge

Question Description Answer

Track Attack 1: What would

you do if Mickey Mouse is

kidnapped?

Mickey Mouse (mouse or click) + kid-

napping
Clickjacking

Track Attack 2: The sec-

ond thing you read will be

the first thing you write: Ex-

trañas Estudiar Español

The second thing that reads from

Extrañas is X, Estudiar = S y Es-

pañol= S

XSS
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5. Feedback

After data collection, a report describing all the actions taken with our proposed model was

presented. This report was sent to the technical staff of the establishments affected by the

XSS + Clickjacking scripts. Part of the report contained the recommended actions to block

this type of URL. Furthermore, the results of the tools used that did not detect this attack

were included in the report.

In order to verify that our link to the compromised website was not detected as malicious

by any software, the online applications Virus Total [200] and KOXXS [218] were used. In

addition, a pentest of the compromised website with XSS+Clickjacking codes was made

using the online tool shown in [201]. However, there was no response to detect an XSS

attack.

Analysis of Results

To ensure the fidelity of the data, no samples were calculated for the choice of educational

establishments. Failing that, students from the first levels were asked to distribute the chal-

lenge since they had more contact with their ex-partners.

According to Figure 4.46, 93.5% of the victims had a mobile device with an Android

operating system, and only 6.5% had an IOS. The four most used device brands are seen

in Figure 4.47; Samsung covered 47.8% of mobile devices, Huawei with 39.4%, Sony with

8.7%, and Apple with 6.5%.

Figure 4.48 shows that 76.1% of victims had no antivirus software installed on their

mobile devices. Furthermore, Figure 4.49 shows that 69.6% of the victims accessed the

challenge through a home network connection (home access), 13% accessed it through

their university network, another 13% accessed it using mobile data, and 2.2% accessed it

through business networks.

Finally, Figure 4.50 shows that 4.3% of the victims accessed the challenge by scanning

the QR code of the flyers distributed by the students, 37% accessed through the URL link

found in the same flyer and 58.7% accessed through the link shared by the WhatsApp

messaging network. On the other hand, Figure 4.51 shows the three universities that were

compromised with our combined attack. The Pontificia Universidad Católica del Ecuador

(PUCE) with 2.17% of the victims, the Universidad Autónoma de los Andes with 2.17%, and

the Universidad Tecnológica Equinoccial (UTE) with 10.86%.
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Figure 4.46: Mobile operating system

recorded during victim data collection

Figure 4.47: Manufacturer registered dur-

ing victim data collection

Figure 4.48: Percentage of devices with

antivirus software or similar

Figure 4.49: Network connection used to

access the challenge

Figure 4.50: Attack vector with the high-

est records during access to the chal-

lenge

Figure 4.51: Universities and number of

users who accessed the challenge from

their local network

The results show that three universities in Santo Domingo de los Tsachilas are vulnerable

to XSS attacks combined with Clickjacking; this represents a significant security gap in their

network and infrastructure. 69.6% of the victims accessed our challenge through their home
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network (home access), which opens a new case study to evaluate the level of security of

residential internet providers in the city of Santo Domingo de los Tsáchilas against this type

of attack.

With these results, a project could be implemented on a mandatory basis, including legal

regulations, to analyze the level of vulnerability in all educational establishments in the city

and encourage the creation and configuration of new security policies against XSS attacks.

So, we can answer (RA1 and RA2) our research questions:

Research Answer 1 (RA1): It was demonstrated that 3 Universities in Santo Domingo

de los Tsáchilas are vulnerable to combined XSS + Clickjacking attacks.

Research Answer 2 (RA2): Feedback as part of our model helped raise awareness

among students and authorities at the 3 vulnerable universities.

A limitation of this phase was the access policy implemented in some establishments

to access the link of our cybersecurity challenge. Representatives of the ICT departments

indicated that we needed special procedures to share the survey with students, so it was

impossible to verify whether these establishments were vulnerable to XSS and Clickjacking

attacks.

After analyzing our system logs, the following results are presented, which indicate that

our cybersecurity challenge extended beyond what was planned. As seen in Figure 4.52,

the logs recorded the variables of some connections from other countries (IP, city, country,

longitude, latitude, time, and date of connection); the log in the figure shows the information

of a zombie connected from Peru.

Figure 4.52: System Log that shows a zombie connected from Peru

Figure 4.53 shows a global map that represents the number of connections from each

registered country. In this case, the second country with the most zombie stations was

Mexico and the third was Argentina.
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Figure 4.53: World map showing the number of connections of the different countries regis-

tered in the Challenge System Log

4.2. PHASE B: REPLICATE AND COLLECT

4.2.1. Cookie Collector Phase 1

We have proposed a novel Cookie Collector, which aims to deliver three datasets with sev-

eral attributes to predict whether a visited domain is vulnerable to XSS attacks. Figure 4.54

shows the Phase 1 whose operation is explained below.

Web search histories of Google Chrome, Mozilla Firefox, and Brave were collected from a

Computer Science Department lab (30 computers) at Universidad de las Fuerzas Armadas-

ESPE in Santo Domingo, from 2019 to 2024 as the first step 1 of the research process.

In the second step 2 , we analyzed all the attributes of the web search databases ob-

tained from each computer. Table 4.18 provides comprehensive details of the databases’

location, tables, and the attributes that contain web search history information for each

browser.

Using this information, we create a total database containing all the web search history

of the three browsers mentioned above. This is presented in the third step 3 titled Total
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Figure 4.54: CookieCollector Phase 1: The system can anonymize and clean data from

URLs in web search history.
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Web Search History.

Table 4.18: Location of database containing web search history for Chrome, Firefox, and

Breve browsers

Browser Location Database

Name

Table

Name

Attribute

Mozilla

Firefox

C:/../AppData/Roaming/Mozilla/Firefox/

Profiles/(default)

places moz

_places

url

Google

Chrome

C:../AppData/Local/Google/Chrome/User

Data/Default

History urls url

Brave C:/../AppData/Local/BraveSoftware/Brave-

Browser/User Data/Default

History urls url

We have taken as reference the Guide for the treatment of personal data in public

administration [219], textually mentions that: "The authorization of the holder shall not

be required when a public institution develops the processing of personal data and has a

statistical or scientific purpose; of health protection or security; or is carried out as part of

a public policy to guarantee constitutionally recognized rights. In this case, the measures

leading to the suppression of the identity of the data subjects must be adopted".

In this context, all history data collected in Total Web Search History were anonymized

using a python script ANONYMIZER 4 and following a search treatment of matching first

names, last names, usernames, and their combinations within the visited URLs.

A data dictionary DICTIONARY 5 with all the records of first names, last names, user

names, and their combinations, using the student lists provided by the director of the infor-

mation technology course.

Any match of the content of this dictionary with the content of the parsed URL was

searched. If a match was found, the URL was passed through the URL CLEANER 6 , which

was another Python script that cleaned up all the characters in the URL and only left the

domain name in the format http://domain.com, https://domain.com, https://www.domain.com

or http://www.domain.com. The repeated domains were also removed within this process,

and the CLEANED AND ANONYMIZED BROWSER HISTORY 7 was obtained.
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Figure 4.55: CokieCollector Phase 2:Configured test infrastructure to search the URL and

extract the cookies-related, generated network traffic and third party domains.

4.2.2. Cookie Collector Phase 2

With the clean and anonymous database 1 , we fed the Phase 2 of our Cookie Collector,

as shown in Figure 4.55. This infrastructure was configured with a Windows OS computer

with an internet connection, on which the following web browsers were installed: Google

Chrome, Mozilla Firefox, Microsoft Edge, Brave, and Opera 2 . On the other side, a server

with Ubuntu OS was configured 3 with the following active services: PiHole [220] and

Tshark [221]. The basis of our proposal was to collect all the cookies generated by each

URL (Cookies Dataset), capture the traffic generated while the bot executed the search

(Tshark Traffic Dataset), and finally, associate this information with the communications that

were established with third-party or advertising domains (3d party/advertising Dataset) 4 .

The objective of Phase 2 was to automate the search for each of the URLs through the

installed web browsers, simulating the behavior of a real user. It is here where our contribu-

tion is appreciated, by means of 5 bots (one for each browser) programmed in Python, and

that were automated to execute the sequence shown in Figure 4.56 that we have named

BotSoul.

To complement the information that each bot collected, we have associated the search

for each URL with its HTTP header (HTTP headers correspond to the information transmitted

between each web browser and the website when the bot simulated its visit). These headers

were part of establishing a request to obtain a response from a server or web platform.

In our evaluation of traffic analyzers used to capture web search data generated by

bots, we examined their characteristics and summarized them in Table 4.19. After careful

consideration, we selected Tshark for its ability to capture network data packets in real-time

and compatibility with Ubuntu. Furthermore, it allowed us to remotely obtain all connection
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Figure 4.56: BotSoul, graphical description of how our cookie collector operates by automat-

ing bots in python.
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attributes through commands programmed in each bot.

Table 4.19: Evaluation summary of programs used to capture and analyze network traffic

Name Type User Interface Limitations

Wireshark Network Packet Analyzer Graphical user in-

terface

Problems integrating

with our bot using

python commands

Scapy Packet Handling Tool Python compati-

ble

Oriented to the ma-

nipulation of network

packets

NtopNG Next Generation Network

Traffic Monitor

Graphical user in-

terface

Oriented to the analy-

sis of network flows

Requests Python library that makes

working with HTTP re-

quests easier

Python compati-

ble

Oriented to sending

and receiving data

from websites

Curl Allows to make requests to

a server and retrieve data

from the command line

Python compati-

ble

Used to create net-

work requests to trans-

fer data across a net-

work

Wget command line tool to down-

load files from the internet

Python compati-

ble

Functional only to re-

cover or duplicate an

entire website.

Network

Miner

Forensic network analysis

tool

Graphical user in-

terface

Functional to analyze

.pcap files (traffic al-

ready collected)

Arkime Search and capture system

for indexed packets

Graphical user in-

terface

Difficult to handle,

problems interfacing

with our bot

Tshark Network protocol analyzer Python compati-

ble

–

We have evaluated some open-source Robotic Process Automation (RPA) type tools

for bot programming. These tools allowed us to automate repetitive and rule-based tasks

using software platforms. We have programmed software robots, also known as "bots,"
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to simulate human web search actions. Table 4.20 summarizes the characteristics of the

evaluated programs used for bot programming. PyAutoGUI [222] was selected because it is

a cross-platform GUI automation Python module for humans. It is used to programmatically

control the mouse and keyboard.

Table 4.20: Evaluation summary of RPA programs used to test the programming of bots

Name Type Interface

Type

Orientation Control

of user’s

web

browsers?

UiPath Open Source RPA

tool

Visual De-

sign

Technical and No

Technical users

YES

Automation

Anywhere

Comprehensive

platform

User-friendly

interface

– –

Blue Prism Enterprise-grade

automation

Drag-and-

drop interface

– –

Open RPA Lightweight open

source RPA tool

Simplicity

and ease of

use

Suitable for

smaller automa-

tion tasks

–

TagUI Open source RPA Command

execution

For automating

web interac-

tions and data

extraction

YES

Robot

Frame-

work

Generic open

source automa-

tion framework

Command

Line Interface

Making it versa-

tile for various au-

tomation needs

JavaScript

based

technol-

ogy called

Play-

wright.

Taskt Free C# program,

built using the

.NET

Drag-and-

drop interface

Automate pro-

cesses without

any coding

–

Table 4.21 provides a summary of the program characteristics that were assessed to
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gather information from cookies generated when a bot visited a URL in the web search

history. The evaluated programs were not able to capture all cookie attributes. As a result,

a decision was made to simulate a person visiting a website by opening a browser, entering

the web address, and pressing Enter. This is how our algorithm, BotSoul, was developed.

Table 4.21: Evaluation summary of programs used to capture/analyze cookies

Name Type ¿Capture

cookies

in real

time?

¿Get

stored

cookies?

Show all

cookie at-

tributes?

Wireshark Network Packet Analyzer YES NO NO

Scapy Packet Handling Tool YES NO NO

NtopNG Next Generation Network Traffic

Monitor

NO NO NO

Requests Python library that makes working

with HTTP requests easier

YES NO NO

Curl Allows to make requests to a server

and retrieve data from the command

line

YES NO NO

Wget command line tool to download files

from the internet

NO NO NO

Network

Miner

Forensic network analysis tool NO YES NO

Arkime search and capture system for in-

dexed packets

NO NO NO

BotSoul Algorithm Operation

Our bots were programmed to search and associate, automatically and autonomously, each

searched URL, obtain the cookies generated, capture the traffic resulting from this search

(Tshark), and obtain information on connections with third parties (PiHole) through advertis-

ing domains. All generated attributes were stored in the database Final DataBase (Cook-

ies, Tshark Traffic and 3rd party connections) 4 .

Figure 4.56 shows a general view of how the soul of each bot is composed (5 in total, 1
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for each web browser). In the Algorithm 3, we explain the operation of each stage of one of

the bots we use to control the Google Chrome browser (the same logic was applied to the

other bots and browsers).

Algorithm 3 Pseudocode - operation of the BotSoul Algorithm for collecting cookies
1: startCaptureTime = 0;

2: endCaptureTime = 0;

3: while Web Browser == Open do

4: cookiesConnect;

5: cookiesBackup;

6: cookiesCheck1;

7: cookiesDelete;

8: end while

9: procedure COOKIESCONNECT() ▷ Cookies data base initial conection

10: Connect to cookies data base;

11: Test connection;

12: if connection == OK then

13: Message: Successfully Connection to cookies database

14: else

15: Message: Database is locked, close the browser

16: end if

17: end procedure

18: procedure COOKIESBACKUP() ▷ A

19: Copy cookies database to %TEMP% directory;

20: Assign a name to the copied database;

21: end procedure

22: procedure COOKIESCHECK1() ▷ B

23: if cookies =! 0 then

24: Message: The cookies database still contains records

25: cookiesDelete;

26: else

27: Message The cookies database is empty

28: cookiesDelete;

29: end if

30: end procedure

31: procedure COOKIESDELETE() ▷ C

32: if SELECT count(*) FROM cookies = 0 then

33: DELETE * from cookies;

34: else if SELECT count(*) FROM cookies =! 0 then

35: print:Message: Cookie database is empty

36: end if

37: end procedure
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Algorithm 3 Pseudocode - operation of the Soul Bot Algorithm for collecting cookies

38: procedure COOKIESCHECK2() ▷ D

39: if cookies == 0 then

40: Message: (Cookie database is empty)

41: openBrowser;

42: else

43: Message (The cookies database is not empty)

44: cookiesDelete;

45: end if

46: end procedure

47: procedure OPENBROWSER() ▷ E

48: Open web browser;

49: startCaptureTime = datetime.datetime(now);

50: URL_search← Cleaned_Anonymized_History

51: Search URL_search;

52: Start tshark monitor process;

53: Wait 10 seconds until the page loads completely;

54: end procedure

55: procedure SINCRONYZECOOKIESDB ▷ F

56: query = Select * from cookiesDataBase;

57: connection = cookiesDataBase;

58: dfCookies = read_sql(query, connection) ▷ Asign cookies a dataFrame

59: end procedure

60: procedure COOKIESCHECK3() ▷ G

61: if cookies == 0 then

62: Message: Cookie database is empty"

63: Refresh web browser;

64: else

65: Message: Cookies record found for URL;

66: UTCtoDatetime();

67: end if

68: end procedure

69: procedure UTCTODATETIME() ▷ H

70: Convert Attribute creation_utc to datetime;

71: Convert Attribute expires_utc to datetime;

72: Convert Attribute last_access_utc to datetime;

73: Convert Attribute last_update to datetime;

74: end procedure

75: procedure ASSIGNURL() ▷ I

76: Assign URL_search to dfCookies ▷ Add new attribute to dataframe

77: end procedure
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Algorithm 3 Pseudocode - operation of the Soul Bot Algorithm for collecting cookies
1: procedure FIRSTPARTYCOOKIES() ▷ J

2: Compare URL_search with attribute host_key;

3: if URL_search == host_key attributte then

4: Message: 1st party cookie found

5: Assign 1 to dfCookies; ▷ Add new attribute to dataframe

6: else

7: Message: 3rd party cookie found;

8: Assign 0 to dfCookies; ▷ Add new attribute to dataframe

9: end if

10: end procedure

11: procedure EXPIREDCOOKIES ▷ K

12: if expirate_date - creation_date > 2 then ▷ Compare 2 attributes

13: Message: cookies with an expiration date greater than 2 years found

14: else

15: Message: cookies with expiration date less than 2 years found

16: end if

17: Assign (expirate_date - creation_date) to dfCookies; ▷ Add new attribute to dataframe

18: end procedure

19: procedure ASSIGNBROWSER ▷ L

20: Assign browser_origin to dfCookies; ▷ browser_origin options: chrome, firefox, brave, opera or edge

21: end procedure

22: procedure EXPORTCOOKIES ▷ L1

23: Export dfCookies to dfCookies.csv ▷ 24 or more attributes, depends on the browser running

24: end procedure

25: procedure FINISHPROCESS ▷ LL

26: Terminate and close all running browser processes

27: endCaptureT ime == datetime.datetime(now);

28: Finish tshark monitor process;

29: end procedure

30: procedure GETHEADERS ▷ M

31: r ← request.get(URL_search); ▷ Make HTTP request to URL

32: headers = r.headers ▷ Capture metadata information from URL

33: headers_json← headers ▷ N

34: headers_df ← headers_json;

35: headers_dfassignsnewattribute(browser_origin)

36: headers_dfassignsnewattribute(search_date) ▷ O

37: headers_csv ← headers_df

38: end procedure
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Algorithm 3 Pseudocode - operation of the Soul Bot Algorithm for collecting cookies
1: procedure GETPIHOLERECORDS

2: startT ime← startCaptureT ime;

3: endT ime← endCaptureT ime;

4: for (startTime to endTime) do

5: queryP iHole← GetallP iHoleRecords(all_quey) ▷ P

6: end for

7: pihole_json← queryP iHole ▷ Q

8: Assign new attribute browser_Origin to pihole_json; ▷ R

9: pihole_dataframe← pihole_json; ▷ S

10: pihole_csv ← pihole_dataframe;

11: end procedure

12: procedure GETTSHARKRECORDS

13: startT ime← startCaptureT ime;

14: endT ime← endCaptureT ime;

15: for (startTime to endTime) do

16: queryTshark ← GetallTsharkRecords ▷ T

17: end for

18: tshark_json← queryTshark ▷ U

19: Assign new attribute browser_Origin to tshark_json; ▷ V

20: tshark_dataframe← tshark_json; ▷ W

21: tshark_csv ← tshark_dataframe;

22: end procedure

Our collector uses Python scripts to connect with the cookie database of each browser.

A separate script is used for each browser, and the path to the directory where the cookie

records are stored is shown in Table 4.22. We start by creating a backup of the cookie

database for the designated browser, as the database is blocked when the browser is run-

ning and cannot be accessed by other applications.

4.3. PHASE C: TRAINING AND PREDICT

4.3.1. Training

Three large datasets containing essential information were obtained as the final result of the

collection phase. It’s important to note that the input database for this phase was a clean

and anonymous database of search histories (domains). As a result, the first dataset was

structured to contain an association of these domains with the information of the cookies

that were created when the bot performed a web search. This search action allowed us to

collect all types of cookies of interest: first-party, third-party, and session cookies.

The second dataset stored the association of these domains with the generated traffic
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Table 4.22: Location of the database that contains the cookies for each web browsers used

Browser Location Database

Name

Table

Name

No. At-

tributes

Mozilla

Firefox

/AppData/Roaming/Mozilla/Firefox/Profiles/

user.default-release

cookies moz

_cook-

ies

15

Google

Chrome

/AppData/Local/Google/Chrome/User

Data/Default/Network

Cookies cookies 19

Brave /AppData/Local/BraveSoftware/Brave-

Browser/User Data/Default/Network

Cookies cookies 19

Opera /AppData/Roaming/Opera Soft-

ware/Opera Stable/Default/Network

Cookies cookies 19

Edge /AppData/Local/Microsoft/Edge/User

Data/Default/Network

Cookies cookies 21

(tshark) when the bot searched for that domain using the web browser. A third dataset

was created, which associated these domains with the advertising domain records (pihole)

generated while the bot was browsing the selected website.

Figure 4.57 provides a preview of the databases, their relationships, and the obtainable

attributes, all of which were used as input for the training and prediction phase.

In the initial test, each bot searched 611 domains over 4 hours (approximately 152 do-

mains per hour), generating roughly 4,719 cookies. This means that each domain produced

around seven cookies: one first-party and six third-party cookies.

We analyzed all web browsing logs collected from the five computer laboratories of the

Universidad de las Fuerzas Armadas, using 440000 unnormalized URLs (40000 normalized

domains) as the search base for all bots. In total, it took us approximately 10,9 days to

complete the search for the information captured in Figure 4.57, with 5 bots, each working

with a different browser 24 hours a day.

With the total cookie database, the logic of sub-phase 1 (CookieScout) and sub-phase

2 (DataCookie) of the characterization phase was applied. First, the algorithm was run

to analyze the attributes of all the cookies generated and classify them according to the

attribute suspicious for XSS attacks (suspicious / not suspicious). Second, the logic of the

classification tree algorithms was applied to train our browser, which we have called BOOKIE

125



Figure 4.57: Entity relationship diagram of the datasets obtained in the collection phase

(Figures 4.58, 4.59, and 4.60), developed with Python and PyQt.

4.3.2. Prediction

To incorporate web page recommendation capability into the developed browser, we have

considered the following types of clustering algorithms, taking into account the nature of the

cookie data and the analysis purpose:

• K-Means

• DBSCAN

• Hierarchical Clustering
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Figure 4.58: Preview of BOOKIE, a browser for search and analyse cookies

Figure 4.59: Preview of BOOKIE, a browser to predict the level of vulnerability of students

to XSS attacks

K-Means

The K-Means algorithm is a clustering technique that partitions data into K clusters, where

each data point belongs to the cluster with the closest mean. It is one of the simplest and

most popular algorithms. Allowed the identification of common browsing patterns: Cook-
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Figure 4.60: Option to display statistical results for each browsed web page

ies with similar characteristics (e.g: lifetime and domain) were grouped, allowing common

browsing behaviors to be identified between users. Clusters of cookies that reflect similar

behavioral patterns were obtained—identification of user segments with common interests.

Different clusters have been evaluated to perform a hyperparameter analysis for the pro-

posed algorithm, and the evaluation metrics have been compared to determine the optimal

number of clusters. In Figure 4.61, four graphs have been generated that show how the

evaluation metrics vary with the number of clusters, allowing the user to quickly interpret

the results and select the optimal number of clusters. We have determined that the optimal

number of clusters for our analysis was 2.

The Silhouette Score measures how well the data is grouped within its assigned clus-

ters and how far apart the clusters are from each other. A value close to 1 indicates that the

data is well grouped and the clusters are separated.

The Inertia or Sum of Squares within the Clusters (SSE) measures the compactness

of the clusters, that is, the sum of the square distances between each point and the cen-

troid of the cluster to which it belongs. Lower values indicate that points are closer to their

centroids, which generally means more compact clusters.

The Calinski-Harabasz Index measures the separation between clusters and the com-

paction within clusters. Higher values indicate more separated and compact clusters.

The Davies-Bouldin Index measures the relationship between dispersion within clusters

and separation between clusters. Lower values indicate that the clusters are well-separated
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Figure 4.61: Preview of K-MEANS Hypermarameters Analysis

and compact.

Principal Component Analysis (PCA) has been applied to visualize the clusters. It is a

dimensionality reduction technique that transforms a set of possibly correlated variables into

a smaller set of uncorrelated variables called principal components.

Figure 4.62 shows the graph of the generated clusters. A summary of the hyperparam-

eter evaluation using different numbers of clusters is shown in Table 4.23.

Table 4.23: Hyperparameter analysis for the KMEANS algorithms

Clusters = 2 Cluster=5 Clusters=10

With PCA Without PCA With PCA Without PCA With PCA Without PCA

Silhouette Score 0.9784 0.9784 0.2447 0.4056 0.1718 0.5810

Inertia (SSE) 16689.46 77963.1709 1401.95 44201.2 259.1727 13799.1350

Calinski-Harabasz Index 2874.24 2874.24 1805.9507 2918.76 890.5486 6269.1247

Davies-Bouldin Index 0.0152 0.0152 1.5933 0.8926 3.6921 0.5563

For n=2 clusters, the results indicate that the clusters are very well defined and sepa-

rated, although there may be some natural dispersion within them. This is usually a sign of

very successful clustering, where the data points within each cluster may be spread out, but

the clusters themselves are differentiated.
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Figure 4.62: Preview of K-MEANS with 2 clusters

Figure 4.63: Preview of K-MEANS with 5 clusters

DBSCAN (Density-Based Spatial Clustering of Applications with Noise)

DBSCAN is a density-based clustering algorithm that can find arbitrary-shaped clusters and

handle noise (data points that do not belong to any cluster). It allowed the detection of

clusters in noisy data; it was suitable for cookie data that contained noise, such as non-

relevant or inconsistent third-party cookies. Clusters of densely connected cookies were

obtained, ignoring the noise and improving the handling of atypical or unusual cookies.
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Figure 4.64: Preview of K-MEANS with 10 clusters

Table 4.24: Performance tests with different eps values and min_samples

eps = 2, min_samples=25 eps=5, min_samples=25 eps=10, min_samples=25

With PCA Without PCA With PCA Without PCA With PCA Without PCA

Silhouette Score few clusters 0.5221 few clusters 0.5636 few clusters 0.8157

Calinski-Harabasz Index few clusters 946.0439 few clusters 957.4706 few clusters 2167.0301

Davies-Bouldin Index few clusters 1.5209 few clusters 1.3103 few clusters 0.1706

For eps=10, the results indicate that the DBSCAN model has achieved a perfect data

grouping. The clusters (n=2) (Figure 4.65) are well defined and separated, which is reflected

in a high Silhouette Score, a high Calinski-Harabasz index, and a low Davies-Bouldin index.

Hierarchical Clustering

Build a hierarchy of clusters using an agglomerative (start with individual points and group

them) or divisive (start with all points and divide them) approach. Allowed analysis of hier-

archical relationships: Useful for understanding relationships between groups of cookies at

different levels of granularity, which helped identify subgroups of users with specific behav-

iors.

With the implementation of these clustering algorithms, the results were:

• User Segmentation: Grouping users into clusters based on the cookies generated

allows segments with similar interests and browsing behaviors to be identified.
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Figure 4.65: Preview of clusters identified with DBSCAN

• Personalized Recommendations: Based on the identified clusters, the browser can

recommend web pages relevant to each cluster’s browsing patterns.

• Anomaly Detection and Security: Identification of cookies that do not fit normal

patterns (anomalies), helping to detect possible security threats.

• User Experience Optimization: Improving the relevance of recommendations, pro-

viding a more personalized and efficient browsing experience for students.

Implementing these algorithms allowed the browser to offer recommendations based on

historical cookie data and continually adapt its recommendations as more data was col-

lected, thus improving the accuracy and personalization of web suggestions.

Figure 4.66 shows the dendrogram that illustrates the hierarchical groupings most de-

rived from the hierarchical algorithm. The dendrogram represents the data groupings con-

cerning other representations. Figure 4.67 shows the number of clusters (n=10) identified

by the hierarchical algorithm.

The results in Table 4.25 indicate good performance of hierarchical clustering; they sug-

gest that hierarchical clustering has identified significant groups in the data, with a good

cluster structure and a clear separation between them.
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Figure 4.66: Preview of Dendograms identified with Hierarchical Clustering

Figure 4.67: Preview of Clusters identified with Hierarchical Clustering

Table 4.25: Performance test for Hierarchical Clustering

With PCA Without PCA

Silhouette Score 0.1649 0.5653

Calinski-Harabasz Index 886.0800 5430.3483

Davies-Bouldin Index 3.7704 0.6645
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4.4. PHASE D: VISUALIZATION

4.4.1. Methodological proposal through a pen testing challenge

Penetration testing [223] is a cybersecurity practice where a professional simulates a cyber-

attack to identify vulnerabilities and test breach security. The pen testing process follows

a phase-oriented approach based on the National Institute of Standards and Technology

(NIST) rules [224]. ISO 27000 Standard suggests the "Plan, Do, Check, Act" [225] method-

ology to effectively protect information. This involves evaluating risks, implementing safe-

guards, reviewing and making necessary changes.

Our methodological proposal is based on two methodologies that can be used to execute

a penetration test, as shown in Figure 4.68.

Figure 4.68: NIST methodology for penetration testing and ISO 27000 standard for safe-

guarding information

Analysis of the proposed methodologies for teaching computer security (Figure 4.69)

shows that Xinli et al. [224] taught computer security to college students through case

studies and course projects. Our proposal aims to teach security concepts to university

students through a complex challenge.

Our study, conducted at the University of the Armed Forces ESPE, proposed a new ap-

proach called "HackMyself" to teach about cookie theft via XSS attacks. The methodology

was evaluated during two academic periods: October 2022 to March 2023 (period 202251)

and October 2023 to March 2024 (period 202351).

A security challenge similar to a black box pen testing [225] was proposed for students

to analyze their personal computer’s web browsers without prior knowledge. The challenge

simulated an external third-party attack, and students had no prior knowledge of computer

security.

The challenge posed on the first day of classes was the following:
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Figure 4.69: Resume of proposed methodologies to teach computer security.

"Decrypt the content of cookies in the web browsers of students’ personal

computers and display the results on a local web page".

Over a six-month academic period, 16 students from period 202251 and 26 students

from period 202351 studied Threat and Vulnerability Analysis (partial 1), Fundamentals of

Cryptography (partial 2), and Network Security (partial 3). The first partial covered website

vulnerability analysis, including XSS attacks and cookies.

Figure 4.70 shows a recommended panel structure for presenting challenge results. The

aim was to display all analyzed data (personal data discovered) on a local web page.

Figure 4.70: General structure to present the resolution of the challenge posed.
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The student had to get their browsing history and cookie records from all installed

browsers, including Chrome, Firefox, Edge, and Brave. An incentive was given to those

who retrieved this information successfully.

The students applied the methodological structure shown in Figure 4.71 to solve a secu-

rity challenge similar to black box pen testing.

Figure 4.71: HackMyself - Proposed methodology to motivate learning about cookie theft

and XSS attacks.

The first two phases, Search and Analyze , were about identifying threats and vulnera-

bilities (cookie theft and XSS attacks). Students learned to mitigate them through computer

security technologies.

In the third phase Decrypt, students learned about cryptography fundamentals and pop-

ular algorithms. By the end of the second partial, they were able to apply these concepts

.

In the last phase Visualize, students learned about network security and implementing

computer security technologies, such as firewalls, IDS/IPS, and honeypots to visualize the

threat activities.

4.4.2. Using statistical methodology to analyze computer secu-

rity challenge results.

42 students were evaluated based on the final exam grades of each partial (3 variables) and

the average evaluation of the challenge (1 variable). The challenge was evaluated as the

Final Project of each partial.

We tested two statistical techniques, using Python scripts, to determine when students

mastered the skills to solve the security challenge, analyzing the relationship between rele-

vant variables.

• Linear Regression: was used to analyze the correlation between the average chal-
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lenge grade and the partial grades in each unit, to identify any significant association

between partial grades and successful resolution of the challenge.

• Hypothesis test: we have raised the following hypothesis: “There is a significant

difference between the average grade for solving the challenge and at least one of the

grades for the three midterms”. The t-Student statistical test was applied to evaluate

whether this hypothesis was supported by the grade data obtained.

4.4.3. Pen testing results

Figure 4.72 displays the students’ final exam results for each partial and how they relate to

the average grade they received for solving the proposed challenge.

Figure 4.72: Summary of the grades obtained in each partial and the average grades of the

challenge solved

Regarding the following equivalence scale: Excellent (18.50-20), Very Good (16-18.49),

Well (14-15.99), Regular (13.50-13.99), and Poor (0-13.49), it was observed that in the first

partial, 59% of students had a Poor performance and only 29% had an Excellent perfor-

mance. In the second partial, 57% had a Poor performance, and only 12% had an Excel-

lent performance. Finally, in the third partial, 55% had a Poor performance, and only 10%

achieved an Excellent performance.

If we compare the performance of all the students partially with the average grade of the

project, which corresponds to the evaluation of their challenge, we find that 83% of students

had an Excellent performance. The remaining 17% had a Very Good performance.

Two figures, labeled as Figure 4.73 and Figure 4.74, display the outcome of a project

carried out by a student group who successfully decrypted the cookies they found on their
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computers. The rubric illustrated in Table 4.26 was employed to assess the progress of their

work.

Table 4.26: Rubric used to evaluate the challenge results

Dashboard Design Decrypt proccess Browsers History found Users and Passwords found Total

0 - 5 0 - 5 0 - 5 0 - 5 20 points

Figure 4.73: Presentation of the solved challenge in dashboard format, average rating 19/20.

Figure 4.74: Presentation of the solved challenge in a dashboard format, including a list of

cookies found by the browser.
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4.4.4. Knowledge assessment results

Linear regression:

Table 4.27: Linear regression coefficients

Intercept: 18,36

Variable coefficients:
Partial 1 Partial 2 Partial 3

0.0629 -0.0051 0.0077

The intercept in linear regression represents the expected dependent variable value

when all independent variables are zero. In this case, the intercept of 18.36 suggests the

final challenge grade is expected to be approximately 18.36/20 points if all partial grades

were zero.

Variable coefficients show how partial grades affect the final grade. Positive coefficients

mean an increase in partial grade leads to an increase in the final grade, while negative

coefficients indicate an inverse relationship.

• A 1-point increase in Partial 1 grade results in around a 0.0629-point increase in the

final challenge grade.

• A 1-point increase in the Partial 2 score results in a decrease of about 0.005 points in

the final challenge score.

• A 1-point increase in Partial 3 grade results in around a 0.0077-point increase in the

final challenge grade.

The coefficients were interpreted under the assumption that the other variables remained

constant. For instance, the interpretation of the partial 1 coefficient assumed that the scores

of partial 2 and partial 3 did not change.

Hypothesis testing:

The proposed methodology analyzed the influence of the student’s midterm performance on

the project grade. Two hypotheses were proposed.
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• Null hypothesis (H0): The average challenge grade is not affected by the grades

of the three partials, indicating that performance in each part does not impact the

resolution of the challenge.

• Alternative hypothesis (H1): If there is a notable difference between the average

grade for solving the challenge and any of the grades for the three partials, we can

identify which partials impacted the resolution of the challenge the most.

Our Python script uses the t-Student test to compare the grades of each partial with the

average grade of challenge and determine if there are any significant differences that allow

us to reject the null hypothesis. The script presents the comparisons at a 0.05 significance

level, meaning that we accept a 5% chance of making a type I error by incorrectly rejecting

the null hypothesis. The results of this analysis are shown in table 4.28.

Table 4.28: Result of the analysis of the hypotheses using the t-Student method

First Partial Second Partial Third Partial

t-Statistic -6.8074 -10.3255 -9.1392

p Value 1.5117e-09 1.7029e-16 3.8024e-14

Null hypothesis is rejected Null hypothesis is rejected Null hypothesis is rejected

First Partial: The first partial grades average is significantly lower than the project (chal-

lenge) grades average. The low p-value (1.5117e-09) shows a significant difference between

the two samples. Hence, the null hypothesis is rejected, indicating that the student’s perfor-

mance in the first partial influenced the proposed challenge’s resolution.

Second Partial: The second midterm’s average grade is significantly lower than the

project average, as shown by the negative t statistic. The extremely low p-value (1.7029e-

16) confirms a significant difference between the two samples. Therefore, the null hypothesis

is rejected, indicating that the students’ performance in the second partial also affected the

resolution of the proposed challenge.

Third Partial: The t-test shows that the grades for the third partial are significantly lower

than the average for the project (challenge). The very low p-value confirms a significant

difference between the two samples, so the null hypothesis is rejected. This suggests that

the student’s performance in the third partial also influenced the resolution of the proposed

challenge.

Our study demonstrated the successful decryption of cookies by students without com-

140



promising privacy or sharing any findings with external parties. However, the decryption

key was found in the same computer and directory as the stored cookies, leading us to

emphasize the vulnerability of such setups.

The students’ experience highlighted the critical need to clear cookies regularly to mit-

igate potential risks associated with the storage of personal data. Moreover, we quantita-

tively evaluated the students’ knowledge acquisition in cookie decryption through technical

statistics. Despite some poor performance in partial tasks, the average challenge score is

expected to be around 18.36 out of 20 points, even with zero partial grades.

It is important to note that the performance of each partial task directly affected the

resolution of the security challenge, which required students to uncover and analyze their

personal information within their cookies. This underscores the complex relationship be-

tween technical proficiency, cybersecurity awareness, and practical application in real-world

scenarios, providing valuable insights for future educational and security initiatives.

141



Chapter 5

How to use the BOOKIE Framework
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5.2.3 How to implement the framework through the graphical interface . . 143

5.1. Initial considerations

To utilize the BOOKIE framework, interested parties must consider its practical application.

The framework, derived from the analysis of historical and cookie data from university stu-

dents, can be extended to other areas of study such as school students, administrative staff,

office workers, etc. The goal is to make the framework adaptable and applicable to a variety

of fields.

The practical application of the BOOKIE framework is showcased through a basic graph-

ical interface created in Python. This interface encompasses all stages of the framework,

allowing individuals with basic security knowledge to utilize the tool to exhibit our proposition:

The filtering of personal data through the exploitation of XSS attacks to steal cookies.

This section will enable to employ this interface to replicate all the elements of the pro-

posed framework in a real-world scenario.
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5.2. Steps to use BOOKIE Framework

5.2.1. Introduction

A series of steps has been proposed to establish the path that allows each of the phases to

be applied practically. For example, a teacher could use the framework’s management and

application to teach computer security topics to his students.

5.2.2. Framework Advantages

As it is a framework that initially analyzes data from web histories and university students’

cookies, its application is general. The advantage of the framework is that the data entry

(web histories and cookies) will depend on the target audience that will be evaluated.

Applying the framework will also provide an interactive and practical learning environ-

ment. However, it is unconditionally required that its use and implementation be by people

with basic knowledge of programming, computer security, and database management (not

mandatory).

5.2.3. How to implement the framework through the graphical

interface

As described in the previous chapter, the development of the framework was a collaborative

effort, to establish the 4 main phases: Characterization, Replication and Collection, Training

and Prediction and, finally, the Visualization phase.

Our interface was designed to replicate the activities proposed within the BOOKIE frame-

work. Figures 5.1 to 5.8 display the key screens of our graphical interface. The interface was

designed for analyzing and evaluating the data of any target audience, making the frame-

work applicable to a wide range of applications.
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Figure 5.1: Preview of our graphical interface to apply the BOOKIE framework in real sce-

narios

Figure 5.2: Options menu to join browsing history and cookie databases
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Figure 5.3: Menú de Opciones para mostrar las estadísticas de las bases de historiales de

navegación y cookies

Figure 5.4: Options Menu to display statistics from browsing history and cookie databases

145



Figure 5.5: Preview of the statistics generated by the cookie databases

Figure 5.6: Preview of web browsing domain statistics before-after being normalized
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Figure 5.7: Preview of cookie domain statistics before-after being normalized

Figure 5.8: BOOKIE browser preview to demonstrate data filtering through cookies
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Chapter 6

Conclusions and perspectives

Índice
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6.0.1. Conclusions

• Based on the analysis carried out between 2013 and 2018, it is significantly concluded

that using specific tools for web browsers (16.98%) is a notable trend for detecting and

combating XSS attacks. Another relevant trend is the analysis of the content of web

pages (13.20%), involving examining the code and elements on the pages to iden-

tify vulnerabilities. The use of AI methods to classify web pages and mitigate XSS

attacks has also been explored to a lesser extent (9.43%). A few strategies have

been proposed to detect and mitigate XSS attacks based on the analysis of articles

between 2018 and 2023. Practical tools for addressing XSS attacks include multi-

layer perceptron, logistic regression, and support vector machines. Python, JAVA, and

PHP programming languages are widely used to develop security solutions, allowing

the implementation of filters and validations to protect web applications against XSS

attacks. Mozilla Firefox and Chrome have been the subject of specific proposals to

improve security against XSS through extensions and custom settings. Ad blockers,

web application filters, and intrusion detection and prevention systems have also been

employed to mitigate the risks associated with XSS attacks. Lastly, tools like Selenium

and Beautifulsoup are used to securely extract data from websites, although they are

not explicitly designed to prevent XSS attacks.
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• Taking as a reference the objective to determine the level of vulnerability of cookies

against XSS attacks, the CookieScout phase classifies and qualifies cookies to give

them value according to their reputation. Several processes form it; the most important

is making previous and subsequent comparisons using a Knowledge Base. The ana-

lytical model is based on a case study generated by an attack in controlled scenarios.

The obtained results evaluate the traffic characteristics the victims exchange with their

attackers, the ports used, and the properties of the cookies created when a satisfac-

tory XSS attack is executed. The results show that 88.24% of cookies created have

the property for executing commands, and only 11.76% have the HttpOnly property,

which is a feature of browsers to prevent XSS attacks. As a complement, 29.41% of

dangerous websites create cookies with an expiration date of more than two years.

• Based on establishing the relationship between browsing history and cookie attributes

to develop a decision tree-based cookie classifier, the DataCookie model was struc-

tured. An essential phase allowed the design of the data set with information on the

cookies generated based on the users’ browsing history. With this dataset, the Weka

tool was used to apply an algorithm based on decision trees to obtain rules that allow

new cookies to be classified as suspicious. With the rules obtained from the J48 tree

decision algorithm, a script was developed in Python to classify a new cookie registry

and register the domain of those classified as suspicious.

• We implemented a personal blog with false notes about information theft through What-

sApp status to test the difficulty students face in identifying cookies that transmit per-

sonal information. Through JavaScript codes, we created a test cookie, stole its con-

tent, and collected information on country of origin, type of operating system, type of

browser, and date/time of visit. 95.7% of contacts were accessed through the Face-

book post, 1.6% used a QR Reader application to access our WhatsApp status, and

2.7% reviewed our WhatsApp status with the URL link to the blog. It was also found

that the Blogger application has no control over the execution of JavaScript codes,

making it vulnerable to XSS attacks.

• After an exhaustive analysis of RPA tools for programming and automating tasks using

Python scripts, it is concluded that initially evaluated tools could only access first-party

cookie data. To overcome this limitation, mouse movements and keyboard text en-

try were simulated, imitating a user’s behavior during web browsing. This technique

controlled browsers’ opening, searching, and closing, ensuring the automatic genera-
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tion of all necessary cookies (first person, third person, and session). In this way, our

bot system could directly access the cookie records of the computer on which they

were programmed, significantly optimizing data capture and the functionality of the

automated system.

• In conclusion, the implementation of clustering algorithms has proven to be an effec-

tive strategy to improve several key aspects of the users’ browsing experience. The

segmentation of users into clusters based on cookies has made it possible to identify

similar behavior patterns and interests, which in turn has made it possible to deliver

personalized and relevant recommendations for each group. Moreover, this technique

has played a crucial role in our security measures, detecting anomalies and security

threats by identifying cookies that do not follow normal patterns, thereby ensuring a

safe browsing experience. One of the most notable achievements has been continu-

ously optimizing the user experience through more precise and adaptive recommen-

dations, contributing to more efficient and satisfactory navigation, especially in educa-

tional environments such as the one studied. In summary, applying these algorithms

has significantly strengthened the browser’s ability to offer a personalized and secure

experience, marking an essential advance in web technology.

• Our study showed that students successfully decrypted cookies without compromising

privacy or sharing findings with external parties. However, finding the decryption key

on the same computer raised concerns about web browser vulnerability. It emphasized

the need to regularly clear cookies to mitigate potential risks. We also evaluated stu-

dents’ knowledge acquisition in cookie decryption through technical statistics. Despite

some poor performance in partial tasks, the average challenge score is expected to

be around 18.36 out of 20 points. This highlights the complex relationship between

technical proficiency, cybersecurity awareness, and practical application in real-world

scenarios, providing valuable insights for future initiatives.

• Developing a framework to teach about the leakage of personal data through the theft

of cookies via XSS attacks has proven to be an effective tool for university students;

however, in its most general form, it could be applied for analysis with a broader audi-

ence. The graphical interface designed with Python and PyQt makes it easy to enter

and analyze data from anyone’s browsing history and cookies, providing an accessible

platform for any user. Through the implementation of own web browser, it has been

possible to visually obtain cookies from various domains, highlighting that the domain
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www.google.com can display around 480 cookies in a single query. This finding un-

derscores the magnitude of the problem and the need for awareness about personal

data security.

6.0.2. Future Work

• Building on the trend of using specific tools for web browsers (16.98%), future work

could focus on creating more sophisticated and user-friendly browser extensions or

plugins for detecting and preventing XSS attacks. These tools could incorporate real-

time scanning and alert systems, leveraging machine learning models to improve de-

tection accuracy.

• Given the significance of analyzing web page content (13.20%), research could be

directed towards developing automated content analysis frameworks. These frame-

works would use advanced code analysis techniques and pattern recognition algo-

rithms to identify potential XSS vulnerabilities within the HTML, JavaScript, and other

web elements.

• Expanding on the use of AI methods (9.43%), future studies could explore the integra-

tion of deep learning models, such as convolutional neural networks (CNNs) and recur-

rent neural networks (RNNs), for classifying web pages and detecting XSS threats. Ad-

ditionally, AI could be employed to automatically generate and apply security patches.

• Practical tools like multilayer perceptron, logistic regression, and support vector ma-

chines have shown promise in recent strategies. Future work could involve optimizing

these models specifically for XSS detection, exploring their potential for real-time ap-

plication in web security systems.

• Since Python, JAVA, and PHP are widely used for developing security solutions, re-

search could focus on creating comprehensive libraries and frameworks in these lan-

guages that provide built-in XSS protection. These could include standardized filters,

validation functions, and best practice guidelines for developers.

• Future proposals could aim to enhance the security of popular browsers like Mozilla

Firefox and Chrome through advanced extensions and custom settings. This could

involve collaborating with browser developers to integrate these enhancements directly

into the browser’s core security features.
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• While tools like Selenium and Beautifulsoup are not explicitly designed to prevent XSS

attacks, future work could involve modifying these tools to include security checks

during data extraction. This could help prevent the inadvertent execution of malicious

scripts during web scraping activities.

• Future research could create more complex and realistic case studies by simulating a

variety of controlled attack scenarios. This would provide a broader understanding of

how different types of XSS attacks affect cookie properties and user data, helping to

identify new patterns and vulnerabilities.

• Given that 29.41% of dangerous websites create cookies with an expiration date of

more than two years, future studies could examine the long-term impact of these cook-

ies on user security and privacy. This includes analyzing how such cookies can be

exploited over time and developing strategies to mitigate these risks.

• Developing educational programs and resources to raise awareness among users

about the risks associated with cookies and XSS attacks. This includes creating guides

on how to configure browser settings for maximum security and recognizing the signs

of a potential XSS attack.

• Building on the evaluation of students’ knowledge acquisition, future initiatives could

aim to enhance cybersecurity education programs. This could include developing more

comprehensive curricula that cover a wider range of topics, such as secure coding

practices, encryption techniques, and privacy protection measures.

• Incorporating more practical applications and real-world scenarios into cybersecurity

curricula. This could include case studies, hands-on labs, and collaborative projects

that simulate actual security challenges students might face in their professional lives.

• Extend the graphical interface to include educational modules on other types of cyber

attacks, such as phishing and malware, providing a more complete view of cybersecu-

rity. Improve the graphical interface to make it more intuitive and accessible, including

customization options for different levels of technical knowledge. Create simulation

modules that allow users to safely experience different attack and defense scenarios,

reinforcing practical learning.
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177

https://www.tenable.com/products/tenable-io/web-application-scanning
https://www.tenable.com/products/tenable-io/web-application-scanning
https://www.swascan.com/cross-site-scripting/
https://www.rapid7.com/fundamentals/web-application-security/
https://github.com/menkrep1337/XSSCon
https://github.com/menkrep1337/XSSCon
https://www.gobiernoelectronico.gob.ec/wp-content/uploads/2019/11/Gu%C3%ADa-de-protecci%C3%B3n-de-datos-personales.pdf
https://www.gobiernoelectronico.gob.ec/wp-content/uploads/2019/11/Gu%C3%ADa-de-protecci%C3%B3n-de-datos-personales.pdf
https://pi-hole.net/
https://pi-hole.net/
https://www.wireshark.org/docs/man-pages/tshark.html
https://www.wireshark.org/docs/man-pages/tshark.html
https://pyautogui.readthedocs.io/en/latest/
https://pyautogui.readthedocs.io/en/latest/
https://www.cisco.com/c/en/us/products/security/what-is-pen-testing.html
https://www.cisco.com/c/en/us/products/security/what-is-pen-testing.html
https://doi.org/10.53735/cisse.v9i1.148
https://nuclio.school/blog/que-es-el-pentesting/#Que-fases-tiene-el-Pentesting
https://nuclio.school/blog/que-es-el-pentesting/#Que-fases-tiene-el-Pentesting


[228] F. Mittelbach, M. Goossens, J. Braams, D. Carlisle, and C. Rowley, The LATEX com-

panion. Addison-Wesley Professional, 2004.

[229] A. Alabrah and M. Bassiouni, “Robust and fast authentication of session cookies in

collaborative and social media using position-indexed hashing,” in 9th IEEE Interna-

tional Conference on Collaborative Computing: Networking, Applications and Work-

sharing, 2013, pp. 241–249. DOI: 10.4108/icst.collaboratecom.2013.254126.

[230] T. Vidas, E. Owusu, S. Wang, C. Zeng, L. F. Cranor, and N. Christin, “Qrishing: The

susceptibility of smartphone users to qr code phishing attacks,” in Financial Cryp-

tography and Data Security, A. A. Adams, M. Brenner, and M. Smith, Eds., Berlin,

Heidelberg: Springer Berlin Heidelberg, 2013, pp. 52–69, ISBN: 978-3-642-41320-9.

178

https://doi.org/10.4108/icst.collaboratecom.2013.254126

	Introduction
	Research Context
	Justification
	Research questions and objectives
	General objective
	Specific objectives
	Research Questions(RQ)

	Research methodology and approach
	Phase A: Characterization
	Phase B: Replication and Collect:
	Phase C: Training and Predict
	Phase D: Visualization

	Motivation
	Scientific Contribution

	Background
	COOKIES
	¿What are cookies?
	Cookie attributes:
	Cookie vulnerabilities
	Most common types of cookies
	Policies for the use of cookies:

	CROSS-SITE SCRIPTING (XSS)
	Types of XSS attacks and exploitation examples
	Common scenarios for executing XSS attacks

	COOKIES THEFT TROUGTH XSS ATTACKS
	Background of XSS attacks and theft of cookies
	Statistics to remedy cookie theft:


	Literature Review
	Cross-site scripting (XSS) attacks and mitigation: A survey
	Analysis of Methods and Tools
	Analysis of results

	A Systematic Literature Review Comparing the Effectiveness of XSS attacks in Web Applications vs Cookie Stealing
	Protocol for systematic document review
	Data collection process
	Methodology used to analyze the content of documents
	Analysis of Results


	The roadmap to the BOOKIE framework
	PHASE A: CHARACTERIZATION
	Sub Phase 1: XSS Attacks
	Sub Phase 2: Cookie Behaviour
	Sub Phase 3: Cookie Theft
	Sub Phase 4A. Personal Data Filtering
	Sub Phase 4B: XSS2DENT

	PHASE B: REPLICATE AND COLLECT
	Cookie Collector Phase 1
	Cookie Collector Phase 2

	PHASE C: TRAINING AND PREDICT
	Training
	Prediction

	PHASE D: VISUALIZATION
	Methodological proposal through a pen testing challenge
	Using statistical methodology to analyze computer security challenge results.
	Pen testing results
	Knowledge assessment results


	How to use the BOOKIE Framework
	Initial considerations
	Steps to use BOOKIE Framework
	Introduction
	Framework Advantages
	How to implement the framework through the graphical interface


	Conclusions and perspectives
	Conclusions
	Future Work


	References

		2024-08-05T08:07:31-0500


		2024-08-05T09:31:42-0500




