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ABSTRACT

In the current digital era, cyberattacks pose significant threats to global security and privacy,

presenting complex challenges that society must confront. Cybercriminals are employing

increasingly sophisticated techniques to infiltrate systems and extract sensitive information.

Understanding and anticipating the behavior of these attackers is essential for developing

more agile and efficient defense strategies.

The main goal of this doctoral thesis is to develop a machine learning model to detect per-

sonality traits of potential cyber attackers using a combined approach of honeypot systems

and survey research.

This research is methodologically structured into four key phases. Phase 1 involves informa-

tion gathering, where honeypots are deployed to attract attackers and record their activities,

providing valuable data on their tactics and behaviors. Phase 2 focuses on experimentation,

where these collected data are used to identify initial patterns. Phase 3 employs a descrip-

tive design, integrating survey responses from individuals involved in cyberattack activities to

gather direct information about their personalities. Phase 4 involves the analysis of results,

applying machine learning models to identify correlations between specific personality traits

and cyberattack behaviors.

The results of this research contribute significantly to the field of cybersecurity. The devel-

oped models demonstrate the ability to predict certain personality traits based on behavior

observed in honeypots and data collected through surveys. These findings expand our

understanding of cyber attackers and provide a solid foundation for developing new cyber-

security defense strategies.

In conclusion, this work opens new opportunities for interdisciplinary research that integrates

psychology and technology in the fight against cyberattacks.

Keywords - Machine Learning, T-Pot, Hacker, Cognitive Patterns, Attacker, Investigative

Psychology

xi



PROLOGUE

In an increasingly globalized world dependent on technology, computer security has become

a major challenge due to the growing number of cyber-attacks, their sophistication, and the

evolving tactics of cyber-attackers. This situation creates a pressing need to understand not

only the techniques and tools used by attackers but also their cognitive patterns and psy-

chological profiles that drive their actions. This dissertation entitled: “LEARNING MODELS

TO DETECT PERSONALITY TRAITS OF CYBERATTACKERS: A COMBINED APPROACH

USING HONEYPOT AND SURVEYS” proposes an innovative and multi-faceted approach

to detecting hacker personality traits. By combining honeypot techniques, designed to simu-

late vulnerabilities and attract potential attackers, with carefully designed psychological sur-

veys administered within hacker communities, this research breaks traditional boundaries.

It merges concepts, methodologies, and tools from computer science and psychology to

provide a comprehensive and holistic perspective on the psychology of cyber-attacks. This

multidisciplinary approach enhances our understanding of cybersecurity by incorporating in-

sights into human motivation and criminal behavior in this digital world. This research takes

us on an intellectual journey that encompasses both the technical aspects of computer se-

curity and the nuances of human psychology. The study explores various theories and

methodological approaches to identify and classify relevant personality traits in the context

of cyber-attacks. It covers abroad spectrum from a review of the field of study to the imple-

mentation of a T-Pot honeypot, qualitative data analysis from surveys, and the application of

machine learning algorithms. This innovative research is valuable in encouraging other re-

searchers to explore interdisciplinary approaches, highlighting the significant progress that

can be made in computer security and psychology. It offers practical, updated ideas to

improve the detection and prevention of cyber-attacks in an increasingly connected and vul-

nerable world. This work aspires to inspire future researchers to continue exploring the

complexities at the intersection of technology and human behavior, ultimately contributing to

effective and comprehensive solutions for protecting digital infrastructures.

xii



1. CONTEXTUALIZATION OF THE STUDY

Contents

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Justification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Hypotheses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1. Introduction

Security is a crucial issue in various areas of computer sciences, including electronic devices

[1], [2], networks, and software engineering, and internet applications are not exception [3].

According to the Internet Security Threat Report published by Symantec Corporation, web

attacks were among the most frequent in 2016, with approximately 229,000 daily attacks.

Information security is fundamental across computing areas [4]; new frameworks and tech-

nologies have been developed to ensure protection and counteract attacks on electronic

devices, mobiles, networks, databases, cloud computing, and IoT, among others. Despite

these technical measures, cybercriminals continue to grow in number. For decades, the In-

ternet has suffered multiple attacks, and numerous defense schemes have been proposed

to mitigate them [5].

A study by Symantec on vulnerability scanning in web servers showed that over three-

quarters of websites worldwide have vulnerabilities, with 9% being critical. Cybercriminals

often target technology and business websites due to their economic value. However, eco-

nomic gain is not the only motivation for attackers. Many sites are hacked by hacktivist

groups, often from countries in conflict, such as Syria and Pakistan, or by government-

sponsored groups. A common technique used by these groups is defacement, which in-

volves altering the visual appearance of a site. A list of servers hacked using this method

can be found at www.zone-h.org [6].
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Both large and small businesses now offer web-based services to mitigate the problem

of data exchange between the client and associated companies. Security challenges in web

services are formidable [7]. Many companies process payments and manage confidential

information transmitted over the web, making web security integral to daily life and access to

various services. Critical online security failures can expose authentication credentials and

confidential data stored on the page, leading to privacy violations [8].

In the last two years, several researchers have sought to stop attacks and strengthen

computer security to the point of treating devices as extensions of the human body. These

computational devices should mimic human decision-making and security features when

faced with hacker threat. This innovative approach contrasts with traditional security mea-

sures, which rely on strong passwords, two-steps authentication, dialog boxes, and warn-

ings. However, despite these measures, security remains fragile and vulnerable, often com-

promising comfort and productivity [9].

Given the growing cyber threat, new security solutions are continuously proposed. Cog-

nitive security is one of the most significant trends. Cognitive systems help to improve secu-

rity by monitoring threats globally and preparing for possible attacks. They also aid security

analysts by providing human-centered tools such as advanced visualizations, interactive

vulnerability analysis, and risk assessment [10], [11]. The three main pillars of cognitive

security are: (1) organizing and understanding unstructured data and natural language text,

(2) reasoning based on the ability to interpret and organize information, and (3) continuous

learning from accumulated data and knowledge extracted from interactions.

1.2. Justification

Cyberattacks have increased, making information and communication security a critical is-

sue due to the constant increase in cyber threats and sophistication of attacks, malware,

and denial of service (DDoS). Security measures include SSL/TLS certificates, authentica-

tion and authorization, SQL injection protection, web application firewall to prevent attacks

such as brute force and Cross-Site Scripting XSS, and software updates to fix vulnerabilities.

In this sense, cybercriminals have also evolved, finding new ways to exploit vulnerabilities in

web servers or overcome existing security tools and technologies. Therefore, web security

remains a major challenge, requiring continuous updates and awareness of new threats and

proposed solutions.

Despite advances in all areas of computer security, significant gaps still exist related

2



to cognitive security. Cognitive security is an emerging approach that focuses on protect-

ing computer systems by applying human cognitive processes. This involves systems that

understand and mitigate vulnerabilities using machine learning algorithms trained for this

purpose. One possible approach to cognitive security is to identify the personality profiles

of hackers attacking systems. This information can be valuable for designing more effec-

tive security measures and outlining strategies to prevent or mitigate the consequences of

cyber-attack. However, cybersecurity research using cognitive systems has not yet fully de-

veloped, representing a niche area. Developing learning models that detect the personality

profiles of cyber attackers by combining two complementary methods is a novel approach.

The methodology of this thesis combines quantitative and qualitative analysis by collect-

ing data from a honeypot and surveys. Honeypots simulate real systems to attract attackers,

facilitating the collection of valuable information about their behavior and techniques. Sur-

veys, on the other hand, provide insights into hackers’ motivations and thought processes.

This unique approach marks a significant contribution to the field of computer security, as

no similar work currently exists.

1.3. Objectives

General Objective To develop a machine learning model to detect personality traits of po-

tential cyber attackers using a combined approach of honeypot systems and survey re-

search.

Specific Objectives

• Analyze the state of the art of web security applied to servers and honeypots.

• Create profiles of cyber attackers based on their personality traits.

• Develop a dataset of attacks obtained through the implementation of honeypots.

• Apply personality surveys in hacker forums and to recognized hackers.

• Determine models generated using machine learning systems to detect personality

traits of cyber attackers.

• Evaluate the results obtained and conclude how these results can be used to design

more effective security measures and outline strategies to prevent or mitigate the con-

sequences of cyberattacks.

The present research has the following results:

3



• State-of-the-art web security applied to servers and honeypots.

• Definition of cyber attacker profiles based on their personality traits.

• Data obtained through the use of honeypots.

• Results from applying surveys in hacker forums and to recognized hackers.

• Models generated using machine learning systems to detect personality traits of cyber

attackers.

• Conclusions on how these results can be used to design more effective security mea-

sures and outline strategies to prevent or mitigate the consequences of cyber attacks.

1.4. Hypotheses

Our hypotheses are:

• It is possible to create a dataset of cognitive patterns of hackers from the implementa-

tion of a honeypot and the application of surveys.

• The data of cognitive patterns left by hackers will provide enough information to classify

them using a machine learning algorithm.

This document consists of six sections. The first section contains an introductory section

on immersion in the research. Section 2 presents, as a problem, the fields on which the

proposal is based. Section 3 is the state of the art of the fields on which the proposal

is based. Section 4 describes this work’s materials, methods, and techniques. Section 5

presents the generated dataset and the modeling using the selected parameters as input

for the machine learning algorithms to classify the cognitive patterns of hackers with their

respective results. Finally, Section 6 presents the conclusions of the research.
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2. BACKGROUND

Contents

2.1 Topics covered . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Computer Security Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.3 Cybercriminal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.4 Artificial Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.5 Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.6 Honeypots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1. Topics covered

This section provides an overview of the topics covered in the proposal, including computer

attacks, types of hackers, honeypots, computer security, and machine learning, and others.

It also explains key concepts and technologies used in this document.

2.2. Computer Security Solutions

Computer security solutions have evolved rapidly over time. Around the year 2000, the fo-

cus was primarily on detecting, analyzing, and eliminating malicious code using specialized

software, such as antivirus programs, to provide endpoint protection [10]. By 2005, the em-

phasis shifted to security solutions focused for network devices that could detect anomalies

in network traffic and alert security personnel to unusual activity. During this period, the

term “security intelligence” gained popularity [11]; this technology involved analyzing large

volumes of real-time data to identify potential threats. By 2010, security technologies had

become more advanced, encompassing not only network traffic but also server logs, and

various devices.

This shift marked a transition from reactive to proactive security [12]. Since 2015, the con-

cept of Cognitive Security has emerged. Building on the principles of security intelligence,
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Cognitive Security leverages artificial intelligence to simulate the human thought process.

These systems can analyze both structured and unstructured data, understanding behavior

and meaning, and identify vulnerabilities by connecting data points, detecting anomalies,

and analyzing vast amounts of events to enhance the knowledge database [13].

2.3. Cybercriminal

Cybercriminals gain unauthorized access to computer systems to commit fraud and abuse.

Numerous studies have focused on understanding the motivations behind these distur-

bances. Research indicates that many attackers are key employees within their own com-

panies, engaging in such activities for professional or economic recognition, and in some

cases, for personal enjoyment or revenge [12].

2.4. Artificial Intelligence

The goal of artificial intelligence (AI) is to replicate human reasoning in machines. This

is achieved through two main activities: (1) imitating human reasoning methods, which in-

volves psychological experiments and cognitive science, and (2) replicating brain function-

ality, which is supported by neurobiology [14].

2.5. Machine Learning

Machine learning is a subfield of artificial intelligence focused on optimizing information pro-

cessing through theories from information theory, statistics, and cognitive science. This

technique enables computers to automatically discover, recognize patterns, and make pre-

dictions. It also uncovers underlying relationships within large datasets. Machine Learning

has evolved significantly with the increasing volume and complexity of data [14]–[18].

Machine learning has been applied to various problems across different domains, includ-

ing search engines, automatic control systems, recognition systems, and data mining. This

field is generally divided into two categories:

• Supervised learning, which involves learning from labeled data to predict desired in-

puts and outputs.

• Unsupervised learning, which involves learning from unlabeled data, only inputs with-

out desired goals and reinforcement [16].
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2.6. Honeypots

Honeypot is a security tool designed to be explored, attacked, and compromised, with the

aim of detecting and identifying malicious activities. Honeypots is valuable for understanding

various types of attacks and for gathering information about security issues. By appearing

as a real server with valuable information, a honeypot attracts attackers, who invest their

efforts in exploiting it [19].

Honeypots can be categorized as high-interaction and low-interaction [20], [21], High-

interaction honeypots are more complex and expensive to implement but provide a compre-

hensive and realistic view of attackers’ techniques and patterns. In contrast, low-interaction

honeypots are simpler, cheaper, and less detailed, often being more easily detected by

attackers [22], [23]. The choice of using a high-interaction or low-interaction honeypot de-

pends on the specifics needs [24], goals, and resources of the organization or research

project. Table 2.1. shows a comparison between these two technologies.

Low Interaction Honeypot High Interaction Honeypot

The attacker can detect it easily and

quickly, which limits its efficiency.

Its detection is more difficult for the attacker,

which translates into effectiveness in captur-

ing and recording attacks and threats.

It requires the minimum investment of

resources for its application and main-

tenance,

It requires a greater investment of resources

and time for its implementation and mainte-

nance.

It does not generate detailed data. That

is, it provides an overview of the cap-

tured attacks.

Detailed and real data on attack methods

and the tools used by the attackers.

It simulates a vulnerable system with-

out allowing the attacker to develop his

skills.

The attacker interacts with the system, leav-

ing a record of the tactics and techniques

used.

It can be deployed to existing operating

systems and applications.

It requires a complete operating system en-

vironment and applications to be deployed.

Table 2.1: A high and low interaction honeypot matching

T-Pot Honeypot is a sophisticated honeypot system known for its ability to emulate multi-

ple services and operating systems. It stands out from other solutions due to its integration
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with Security Information and Event Management (SIEM) systems, its user-friendly installer,

and complete documentation. Table 2.2 below provides a comparison of honeypots based

on insights from various research studies.

Honeypot Interaction Customiza

tion

Integration Virtualiza

tion

Difficulty

of use

Integration

with

SIEM

T-Pot High/Low High Yes Yes Medium Yes

Honeypot

Honeyd

High High No Yes High No

Dioneda High Medium Yes Yes Medium No

KFSensor High High Yes No High Yes

Glastopf Low Medium No Yes Medium No

Amun Low High Yes Yes High No

Table 2.2: Description of honeypot types
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3.1. Introduction

This section reviews the latest research, theories, and advancements in the fields relevant

to this project. This critical analysis of the literature highlights knowledge gaps and oppor-

tunities for significant contributions to the field. Note that the doctoral project commenced

around 2017, and therefore, the information covers various periods up to the present, which

may explain the absence of some recent research.

3.2. Area of Web Security

This study follows the systematic literature guidelines in software engineering established

by Kitchenham [25]. The research questions guiding this study are:

• RQ1. What are the primary attacks addressed to develop proposals or solutions in

web security?

• RQ2. What are the comprehensive solutions proposed in the filed of web security?

• RQ3. What are the current techniques and technologies applied to enhance web se-

curity?

• RQ4. What are the contributions of existing research in the field of web security?
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• RQ5. What are the limitations of current research?

• RQ6. What are the proposed directions for future work in web security?

RQ1 seeks to identify the primary attacks that researchers have addressed in web security,

focusing on the most common attacks over the last five years. At the same time, this ques-

tion helps to determine whether there are definite or partial solutions available. A systematic

review of literature from 2016 [26] was identified during the search process. However, this

study lacked the rigor required for a comprehensive SLR and is outdated given the rapid

technological advancements and sophisticated cyber-attacks in recent years. This under-

scores the need for the current SLR.

RQ2, RQ3, and RQ4 analyze existing solutions or those proposed by researchers to de-

termine if there are comprehensive solutions for information security, including prevention,

detection, and practical response to attacks. Effective solutions should enable the prevention

of attacks, provide countermeasures for active threats, and significantly reduce vulnerabil-

ities in web servers. RQ5 outlines the limitations of current solutions identified in primary

studies, while RQ6 discusses proposed future work based on the results and experiences

gained for this field of web security.

Search Process

The search process was carried out on the primary high-level databases, using search

strings designed using the inclusion and exclusion criteria, according to the format of each

search engine, for example for Scopus: "TITLE-ABS-KEY (WEB AND ATTACKS OR WEB

AND SECURITY OR INSTRUCTION AND DETECTION OR WEB AND APPLICATION AND

SECURITY OR WEB AND DEFENSES) AND (LIMIT-TO (PUBYEAR, 2019) OR LIMIT-TO

(PUBYEAR, 2018) OR LIMIT-TO (PUBYEAR, 2017) OR LIMIT-TO (PUBYEAR, 2016) OR

LIMIT-TO (PUBYEAR, 2015) TO (PUBYEAR, 2014)". For Web of Science: "TI=(WEB AND

ATTACKS OR WEB AND SECURITY OR INSTRUCTION AND DETECTION OR WEB AND

APPLICATION AND SECURITY OR WEB AND DEFENSES) REFINATE TO: YEAR OF

PUBLICATION: (2019 OR 2018 OR 2017 OR 2016 OR 2015 OR 2014) AND WEB CATE-

GORIES OF SCIENCE: (COMPUTER SCIENCE INFORMATION SYSTEMS OR TELECOM-

MUNICATIONS)". Keywords, combined with logical operators, were used in the ScienceDi-

rect search engine, as in ACM Digital Library; "WEB AND ATTACKS OR WEB AND SECU-

RITY OR INSTRUCTION AND DETECTION OR WEB AND APPLICATION AND SECURITY

OR WEB AND DEFENSES". Finally, in IEEE Xplore Digital Library: "(("INDEX TERMS":

WEB ATTACKS) AND DETECTION) AND DEFENSE) FILTERS APPLIED: 2014-2018", Fig-
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ure 3.1 shows the results of the queries performed.

Figure 3.1: Bibliographic Database

Inclusion and Exclusion Criteria

• Research published between January 2014 and 2024 in journals related to Computer

Science, Computer Science Security, or Electronics.

• Studies presenting solutions to web security issues.

• Research that clearly outlines the methodology used to obtain the results.

• Researches utilizing methodologies and technologies for detecting vulnerabilities in

web services.

The exclusion criteria were:

• Bibliographic review articles.

• Comparative studies or research that present only theoretical contributions without

empirical results.
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• Duplicated studies or those unrelated to web service attacks, including cross-site

scripting (XSS), Denial of Service (DoS) attacks, SQL injection, website defacement,

and XPath injection.

Quality assessment

• Each study was evaluated using the criteria outlined by Kitchenham in the RSL guide

[25]. The qualitative assessment involved the following questions:

• Are the findings credible?

• Are the findings significant?

• Has the research contributed to extending knowledge or understanding?

• Does the evaluation effectively address the original research objectives?

• Is the scope for broader inference well-explained?

• Are the study design, case selection, and documentation robust?

• Was data collection conducted appropriately?

• Is the approach and formulation of the analysis clearly conveyed?

• Are the connections between data, interpretation, and conclusions clear and logical?

• Is the information presented consistently and clearly?

Note: Each item was scored using a Likert scale [27], The total average and absolute stan-

dard deviation were used to define the relevance of the studies for inclusion. Out of the 58

preselected items, ten were excluded for scoring less than or equal to 3.10, as detailed in

Figures 3.2 and 3.3.

Data Collection

After selecting the primary studies, the following data was collected from each article:

• Code, Title, Year of publication.

• Paper published in a magazine or a conference.

• Abstract, Conclusions, limitations, and future works.

• Area of focus, Type of attack, Technique, and Contribution.
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Figure 3.2: The construction of subjective rating scales

Figure 3.3: Evaluation of the quality of the Bibliography

Data Analysis

The data was analyzed using criteria related to the research questions (RQ) and tabulated

as follows:

• Types of attacks addressed: DOS attack, Website Defacement, XPath injection, Cross-

site scripting (XSS), SQL injection, XML injection, Clickjacking, Spoofing (Directed to

RQ1).

• Techniques used researchers: Dynamic Analysis, Static Analysis, Model- Based, and

Secure Programming (Directed to RQ2 and RQ3).

• Techniques for analyzing the environment or data (directed to RQ3).

• Areas of focus: attack detection, attack prevention Combination, and vulnerability de-

tection (Directed to RQ2 and RQ3).

• Solutions proposed: Algorithm, Application, Architecture, Frame- work, IDS, IPS, Method,
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Model, System, Tool, and Security politics (Directed to RQ4).

• Conclusions and future work: contributions and proposed future directions (Directed

to RQ5 and RQ6).

The studies primarily published in journals and conferences, with a noticeable increase in

publication in recent years, as shown in Figure 3.4. A predominance of articles published in

conferences is observed; likely due to faster publications timelines compared to journals.

Figure 3.4: The predominance of articles and conferences 2014-2024

Regarding the use of machine learning algorithms in [28], a meta-classifier, a combina-

tion of predictor trees known as Random Forests, is used. In [29], regression metrics are

used for data analysis, complemented by Euclidean distance analysis and Chebyshev’s in-

equality theorem to compute normality. While in [30] and [31], they often use Naive Bayes

supervised algorithm and J48 Tree frequently; this algorithm is used to generate decision

trees using the Weka software. In [32] and [33], they used ML techniques such as Decision

Tree, Rule-based, Support Vector Machine, Neural Network, and Random Forest algorithms

using Weka tools. In [25], they use the decision tree recursively; all these results are shown

in Figure 3.5.
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Figure 3.5: Web Security to Intelligent Web Security

Table 3.1 summarizes the key conclusions draw from various research studies in the

field of Internet security. This table provides an overview of significant findings, including

the techniques used, their contributions, and the main types of attacks addressed. It high-

lights the effectiveness of various methods and tools, such as honeypots, in detecting and

mitigating threats within the digital environment
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Ref Area of Focus Techniques Contribution Attacks

[29] Attack detection Static Analysis Algorithm DOS attack

[30] Attack prevention Secure Programming Application SQL injection

[31] Attack detection Dynamic Analysis IDS Several attacks

[32] Vulnerability detection Static Analysis Method Several attacks

[33] Attack detection Static Analysis IDS Several attacks

[34] Attack prevention Dynamic Analysis Architecture Cross-site scripting (XSS)

[28] Attack detection Model Based Model Website Defacement

[35] Attack detection Model Based System XPath injection

[36] Attack detection Model Based Tool Website Defacement

[37] Attack detection Dynamic Analysis Method Cross-site scripting (XSS)

[38] Attack detection Dynamic Analysis System Cross-site scripting (XSS)

[39] Combination Dynamic Analysis System Other attacks

[40] Vulnerability detection Model Based Model Cross-site scripting (XSS)

[41] Vulnerability detection Dynamic Analysis Tool Cross-site scripting (XSS)

[42] Attack detection Model Based Framework Several attacks

[43] Attack prevention Model Based Algorithm Cross-site scripting (XSS)

[44] Combination Model Based Framework Several attacks

[45] Attack detection Dynamic Analysis Method Several attacks

[46] Combination Model Based Algorithm SQL injection

[47] Attack detection Static Analysis IDS Several attacks
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[48] Combination Dynamic Analysis Framework Other attacks

[49] Combination Dynamic Analysis System SQL injection

[50] Combination Dynamic Analysis System Several attacks

[51] Combination Dynamic Analysis System Cross-site scripting (XSS)

[52] Attack detection Static Analysis Method SQL injection

[53] Attack detection Static Analysis Method DOS attack

[54] Vulnerability detection Static Analysis Application Several attacks

[55] Attack prevention Secure Programming Model Several attacks

[56] Attack prevention Dynamic Analysis Algorithm DOS attack

[57] Vulnerability detection Dynamic Analysis Algorithm DOS attack

[58] Combination Static Analysis Method DOS attack

[59] Attack detection Dynamic Analysis IPS DOS attack

[60] Attack prevention Secure Programming Framework SQL injection

[61] Combination Dynamic Analysis System SQL injection

[62] Attack detection Dynamic Analysis Tool DOS attack

[63] Combination Other Architecture Several attacks

[64] Attack detection Dynamic Analysis IDS Several attacks

[65] Combination Dynamic Analysis Framework Several attacks

[66] Attack detection Dynamic Analysis System Several attacks

[66] Combination Other Tool Other attacks

[67] Attack detection Dynamic Analysis IDS Several attacks
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[68] Attack prevention Secure Programming System Several attacks

[69] Attack prevention Secure Programming Security politics Several attacks

[70] Attack detection Dynamic Analysis Architecture SQL injection

[71] Combination Model Based Tool Website Defacement

[72] Combination Dynamic Analysis IDS Several attacks

[73] Combination Dynamic Analysis Architecture Cross-site scripting (XSS)

[74] Attack detection Static Analysis Algorithm DOS attack

[75] Attack detection Fuzzy AHP Fuzzy TOPSIS Application Attacks SQL injection, cross

scripting

[76] Attack detection Static Analysis Algorithm Cross-site scripting (XSS)

[77] Attack evaluate and com-

pare

Logic Score of Preferences Framework DOS attack

[78] Attack detection Static, dynamic and interac-

tive analysis

Tool DOS attack

[79] Attack detection Machine learning Architecture Attack SQL injection, CRLF

injection, XSS

[80] Attacks prevent and de-

tect

SQLIA Model SQL Injection Attacks

(SQLIA)

[81] Vulnerability detection Analysis dynamic Model DOS Attack

[82] Attack detect Analysis dynamic Model Attacks SQL Injection, cross

site scripting
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[83] Combination Analysis dynamic Method and tools Attacks SQL Injection

[84] Attack detect Analysis dynamic Framework DDoS Attack

[85] Attack detection and pre-

vention

Logistic Regression, SVM,

TFIDF vectorizer, XGBoost

Machine learning model SQL injection attack

[86] Vulnerability detection Dynamic and interactive anal-

ysis

Methodology SQL injection attack

Table 3.1: Findings in the field of web security
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Figure 3.6 illustrates that 43.18% of references focus on solutions designed to address

or counteract multiple concurrent attacks, such as preventing SQL injection and blocking a

DOS attack [29], [28]–[47]–[49]. The 18.18% of the research examines solutions for SQL

SQL injection, which account for 11.36% of the studies [31], [41], [50], [53], [54] [55]–[62],

[33] [63]–[65].

These solutions range from secure programming techniques to advances models aimed at

detecting and preventing this vulnerability, largely due to its prevalence. One major cause of

SQL injection vulnerabilities is the use of insecure coding practices by novice programmers,

who may inadvertently include SQL code in their applications. Finally, the 6.82% and 2.27%

of the research address Website Defacement and Xpath injection attacks, respectively [30],

[66]–[68].

Figure 3.6: Attacks addressed to develop proposals or solutions in the field of web security

The studies proposing comprehensive solutions include [32], [39], [45], [47], [69]. These

studies, published in conferences, focus on combined approaches that prevent and detect

both attacks and vulnerabilities at the webserver level. For example, in, [34], the author

designed, implemented and evaluated a framework over seven months, yielding acceptable

results. However, it also exhibited a high false negative rate, indicating it may not be reliable

as a standalone solution.

SQL injection attacks [65] pose a significant threat to the security of financial and critical

data. The proposed solution involves using of rule-based algorithms combined with deci-

sion trees, closely integrated with neural networks, to improve data classification efficiency.

An Architecture combining record acquisition technologies and semantic web attempts to
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address current security-analysis challenges [70]. However, it remains a prototype, and its

effectiveness in real-world environments is unknown.

Hong et al. [71] developed a tool that complements a vulnerability scanner still under de-

velopment, so its full potential is not yet known. Thus far, the tool addresses the generation

of 602 simple and sophisticated attacks. Other research develops an IDS [87] based on sig-

natures for web services, aiming to create new attacks trademarks, though its effectiveness

is still being tested.

Commercial solutions have made significant progress in preventing, correcting, and treat-

ing many vulnerabilities. However, these technologies and algorithms are not open to the

public or researchers and involve substantial costs, making them inaccessible to small and

medium-sized enterprises. The primary techniques used in web security research are sum-

marized in Figure 3.7.

Figure 3.7: Current techniques and technologies applied to the improvement of web security

Annexing the data in Figure 3.7, it can be seen that most of the research employs Dy-

namic Analysis techniques[31], [33], [28], [36], [39], [41], [42], [61],[51], [52], [54], [72]–[74],

[88], [89] accounting for 40.91%. This approach has significantly advanced the detection

of attacks by analyzing unusual data patterns and inconsistencies in input and output data

based on execution time.

In contrast, 18.18% of the researchers propose solutions using Static Analysis tech-

niques. While these methods were once highly effective, their efficacy has diminished due

to advancements in techniques such as Machine Learning, Deception Evaluation, and Pat-

tern Classification [29], [40], [43], [71], [90], [91].

Approximately 15.91% of the solutions are model-based [28], [30], [50], [63], [67], [92].
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Meanwhile, 13.64% of the solutions focus on statistical correlations, semantic approaches,

and user-level applications (e.g., browser-based applications) to prevent attacks [45], [53],

[60], [72], [93]. Lastly, 11.36% employ secure programming techniques designed to prevent

attacks during the design and testing phases of application development, thereby avoiding

vulnerabilities in production [37], [64], [65], [69].

Figure 3.8: Shows the contribution of the researchers to the study problem.

Figure 3.8 illustrates the diverse contributions from researchers, including nine system

designs, six models, six Intrusion Prevention Systems (IPS), five tools, five algorithms, four

frameworks, three architectures, and one study proposing security policies. Many of these

contributions have not been thoroughly tested, making it difficult to assess their limitations

and the potential of the proposed tools. Sachdeva et al. [94] have as a limitation not being

able to validate the metrics of detection of real traffic. In [65], the limitations go in the sense

that the scanners of web applications must update for the automatic detection of vulnerabil-

ities SPARQL / SPARUL.

In [51], the false positive rate remains still very high, indicating that vulnerability detection

mechanisms should be improved. In [42], the communication functionality only implies delay,

and hardware with enough resources is needed, implying high acquisition and maintenance

costs. Marashdih [50] focuses solely on vulnerabilities at the PHP level, suggesting that

future research should also consider other programming languages given the increasing

number of applications not developed with PHP. Mewara et al. [95] presents a great ap-

proach but does not reduce CPU performance and employs many phases to determine the

existence of vulnerabilities or attacks. The research [69] does not confirm the effectiveness
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of the attack detection technique, thus its limitations remain unidentified. Hofstede at al.

[68], mention that their detection method is not very resistant to the evasion technique. In

[88], the solution’s functionality is not yet thoroughly evaluated.

On the other hand, in [89], it does not work for all databases and should be automatically

updated with new injection attacks information. Rao et al. [48] found that while ModSecu-

rity’s firewall filters code to detect and prevent threats, it would quickly succumb to large-

scale attacks. The research in [46] cannot handle encrypted information, and the distinction

between attack and defense is insufficient. Shahriar [47] proposes an intelligent system

based on sensors, but its effectiveness is not guaranteed.

Not all the researchers present future works, but those who offer improvement to their sys-

tems:

Zhao et al. [92] aim to improve the experimental conditions of their environment, examine the

complexity of their defense technique more thoroughly, and increase the number of nodes.

They also plan to enhance frame detection capabilities and add indicators to measure attack

intensity, such as traffic volume and the number of packets. Ashar [65] proposes studying a

second class of attack, "stored SPARQL injection," to analyze vulnerabilities in libraries that

provide SQL / SPARQL interoperability.

Kamrudin et al. [29] suggest transforming successful results into signatures to be stored

in the blacklist database for future identification.

Research [41], plans to implement their system in a real environment and measure its effi-

ciency and accuracy. In [67], they develop deep learning techniques that can explain so that

the classifier bases the reasons behind its classification decisions for each incoming query

so that more previously unknown attack patterns are discovered; in the research [87] they in-

tend to have a mobile application that allows the same functionalities as the WDIMT website.

Zhou [31] proposes to apply this method in many more data sets and practical scenarios,

as well as to integrate the proposed method and use its results in a real system assessing

security risks on the web.

In [51], the plan to improve the false-negative rate includes implementing a mechanism for

detecting of XSS vulnerabilities based on the DOM. Additionally, there is an intention to ex-

tend the use of the proposed framework to discover other vulnerabilities such as Phishing

attacks and Click-Jacking. The final step involves evaluating the detection system’s discov-
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ery capacity to identify vulnerabilities in more web applications.

Marashdih [50] suggests that future work should focus on developing comprehensive solu-

tions for both the detection and elimination of XSS vulnerabilities. Similarly, Perera et al.[49]

propose implementing neural networks to enhance detection processes across various ap-

plications. Relatedly, the study in [68]suggests that future methods should be made more

resistant to evasion techniques.

Sultana [70] emphasizes the importance of applying feature selection measures to im-

prove the accuracy of classifiers, while Gupto [88] proposes evaluating the attack vector

detection capability of his work in real-world web applications. Hou [89]also highlights the

need to examine new injection possibilities and other vulnerabilities, particularly in NoSQL

databases and emerging platforms.

Ross [32] suggests that to improve the performance and accuracy of learning techniques,

data collection from the web application to the browser should be included. Similarly, the

study in [34]suggests complementing existing DoS request methods with an extended de-

tection approach and advanced detection expression.

Ishikawa [43] considers that his proposal could benefit from two key improvements: re-

fining the experiment and adjusting the decoy parameter. Laskar [72] recommends adding

additional features to identify different types of DDoS attacks. In another approach, the re-

search in research [33] plans to implement an automatic training system for new genuine or

attack sequences detected outside the original dataset.

The study in [45]focuses on interpreting individual events and semantic techniques to

establish relationships between facts and link them to security knowledge. Souissi [46]

suggests that future systems could include managing encrypted information and metrics to

improve the alignment between attack and defense.

Additionally, the work in [47]considers applying multiple crossing points, developing phys-

ical conditioning functions with WSDL information, and conducting large-scale evaluations

of web services, including an anomaly-based IDS. Zhang et al. [35] recommend using con-

trol systems theory and game theory to improve the design of cyber defense systems, while

Alsaleh et al. [36]propose integrating data from other security logs into the PHPIDS visual-
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ization extension.

Finally, in [64], the aim is to limit the load on computing power and network bandwidth

caused by expanded test coverage by prioritizing test combinations with the highest chances

of discovering vulnerabilities. On the other hand, [66]considers allowing commands to run

on a Windows machine within the WDIMT, in the study [39] it can include an application of

multiple cross points.

3.3. The ELK Stack

For [51], the ELK stack, which combines open-source tools Elasticsearch, Logstash, and

Kibana, operates in a virtual environment to provide a comprehensive approach to data anal-

ysis and consolidation. Each component plays a specific role: Elasticsearch is an Apache-

based search engine, Logstash collects necessary logs and sends them to Elasticsearch,

converting them into JSON format, and Kibana visualizes this data in tables, figures, or

maps. Due to these advantages, ELK is used to build robust security log analysis systems

for companies, offering a low-cost alternative to commercial products and helping startups

avoid the lengthy process of creating less effective log systems. ELK has a proven record

in log time recording and offers various visualization tools to assist security administrators,

making it a powerful element in IT security analysis.

In the study of [52], the authors propose integrating the ELK stack with SIEM and PACK as

an alternative security solution. By combining these components, companies handling large

amounts of data can achieve robust security. This integration leverages each component’s

features, such as security, machine learning, and alerts, focusing on protecting privacy and

data processed on certain platforms. This approach urges stakeholders to prioritize data

security and seek effective protection alternatives.

In [53], the authors highlight ELK’s efficiency in log analysis and its user-friendly tools. The

log systems supported by ELK are designed to handle large data volumes and facilitate

process tracking and calculation via an interactive interface. As an open-source solution, it

offers extensive capabilities for log analysis. Elasticsearch serves as the indexing, storage,

and retrieval mechanism, Logstash acts as the input receiver, parser, and output writer, and

Kibana manages visualization through the dashboard. The implementation of ELK in this

study effectively targeted web users for logging purposes.
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Chen et al. in [54] discuss the challenges in Docker cluster log collection, including low

efficiency, weak implementation, and poor stability. They propose adopting the ELK stack,

Filebeat, and Kafka to design a Docker container log collector and analyzer system. This

system, supported by ELK, enables rapid deployment for real-time log collection, filtering,

and data visualization and analysis, significantly improving staff efficiency. The solution

demonstrates good real-time performance, stability, and high availability.

3.4. Honeypots

It is important to note that the scientific production on the topic of honeypots has been

frequently addressed by researchers in the last decade because it is a technique widely

used by information security managers to know the types of attacks a cyber attacker uses.

In Figure 3.9, you can find publications from 2018 to 2023, where you can observe high

and low peaks in certain years of scientific production on this topic, a slight increase in

publications in 2020, and a similar number of publications in the other years.

Figure 3.9: Primary studies, year of publications Honeypots

Table 3.2 presents the research works identified, providing details on the types of honeypots

used, their main objectives, contributions, limitations, and whether they employ machine

learning techniques for detecting or intruding on cyberattacks. Notably, most of the studies

utilize high-interaction T-POT honeypots due to their effectiveness in simulating real services.
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Ref Year Title Honey type Purpose Machine

learning

Contribution Limitation

[96] 2018 Dynamic Honeypot

Configuration for

Intrusion Detection

To Identify unautho-

rized access and

network intruders.

N/A Dynamic Honeypot

Configuration.

N/A

[97] 2018 Investigation of mod-

ern attacks using

proxy honeypot

Proxy honey-

pot

Modern Attack Re-

search

N/A Improved detection

and response to

network intrusions

need to complement

the use of proxy hon-

eypots.

[98] 2018 Hybrid System Be-

tween Anomaly-

Based Detection

System and Honeypot

to Detect Zero-Day

Attack

Hybrid Sys-

tem

Zero-Day Attack De-

tection

N/A Improvement to de-

tection of zero-day

attacks

Complexity of Imple-

mentation, Mainte-

nance and Detection

[99] 2018 An SSH Honeypot Ar-

chitecture Using Port

Knocking and Intru-

sion Detection System

High-

interaction

Increasing Secu-

rity and Intrusion

Detection

N/A Intrusion detection in

SSH services

Complexity of imple-

mentation and re-

sources required
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[100] 2018 Honeypots That Bite

Back: A Fuzzy Tech-

nique for Identifying

and Inhibiting Fin-

gerprinting Attacks

on Low Interaction

Honeypots

Low-

interaction

Identification and

Mitigation of Finger-

printing Attacks.

N/A Fuzzy technique for

improved fingerprint-

ing attack detection

and mitigation

Complexity, re-

sources and scala-

bility.

[101] 2019 Probabilistic Esti-

mation of Honeypot

Detection on the

Internet of Things

Environment

Medium-

interaction

IoT Intrusion Detec-

tion and Mitigation

N/A Probabilistic

Methodology and the

Implementation of

Automated Software

Sophisticated At-

tacker Detectability

[102] 2019 Multiplatform Honey-

pot for the Generation

of Cyber Threat Intelli-

gence

Low interac-

tion

Cyber Threat Intelli-

gence Generation

supervised

and unsuper-

vised

Multi-Platform Sup-

port, Advanced

Threat Analysis

and Intelligence

Reporting

implementation and

possible detectability

by adversaries.
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[103] 2019 A honeypot with ma-

chine learning-based

Detection framework

for defending IoT

based botnet DDoS

attacks

Combined Defense against IoT

DDoS Attacks

Supervised

and Unsu-

pervised

Advanced Detection

Framework and

Real-Time Data

Analysis

Performance in

Production Environ-

ments

[104] 2019 A Novel and Interac-

tive Industrial Control

System Honeypot for

Critical Smart Grid In-

frastructure

Combined Critical Infrastructure

Defense and Secu-

rity

Data Analy-

sis

Interactivity and Re-

alism, Threat Intelli-

gence Generation

Interaction Realism

[24] 2019 Data Analytics Layer

For high-interaction

Honeypots

High-

interaction

Advanced Data Cap-

ture Capabilities

Data Analy-

sis

Data Analysis and

Threat Intelligence

Enhancement Layer

Complexity and

Scalability

[105] 2019 HoneyDOC: An Effi-

cient Honeypot Archi-

tecture Enabling All-

Round Design

HoneyDOC Simulation of Attrac-

tive Documents

N/A Integral Design and

Data Capture Effi-

ciency

Sophisticated At-

tacker Detection
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[106] 2019 The Security of Het-

erogeneous Systems

based on Cluster

High-interaction Hy-

brid Honeypot

High-

interaction

Improvement of

Computer Security.

N/A Security System De-

sign

Detectability by So-

phisticated Attackers

[107] 2019 Automatic identifi-

cation of honeypot

server using machine

learning techniques

High-

interaction

Honeypot Server

Detection

Techniques Development of Ma-

chine Learning Tech-

niques

Attacker Detectabil-

ity

[108] 2020 Using Global Honey-

pot Networks to De-

tect Targeted ICS At-

tacks

High-

interaction

Detecting and profil-

ing targeted attacks

against ICS

N/A Detection of mali-

cious attacks such

as DoS and protocol

tampering

Honeypots updated

[109] 2020 Implementation of

an insider threat

detection system us-

ing honeypot-based

sensors and threat

analytics

Encryption Detect insider

threats and misuse

of information

Technique to im-

prove insider trading

detection, reducing

false positives

Implementation in

real scenarios
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[110] 2020 HONEYDOS: a hybrid

approach using data

mining and Honeypot

to counter denial-of-

service attacks and

malicious packets

Low-

interaction

Prevent denial-

of-service (DoS)

attacks through

honeypots and data

mining.

Data mining Honeydos com-

bining support

machines and data

mining in NET DOT

framework

Setting and main-

taining the accuracy

of the hybrid model

[111] 2020 An IoT Honeynet

Based on Multiport

Honeypots for Captur-

ing IoT Attacks

medium-high

interaction

Capturing and ana-

lyzing attacks target-

ing IoT devices

N/A Multi-port honeypots

in a honeynet

Multi-port honeypot

capability

[112] 2020 The Use of Honey-

pot in Machine Learn-

ing Based on Malware

Detection: A Review

Combined Use of Honeypot in

machine learning to

detect malware

Techniques Integration of hon-

eypots with machine

learning

effectiveness of de-

tection systems.

[113] 2020 Enhanced attack

blocking in IoT envi-

ronments: Engaging

honeypots and ma-

chine learning in SDN

Open Flow switches

Combined Improve attack

blocking with ML

techniques in Open

Flow SDN switches.

Supervised a Framework for

integrating honey-

pots with Open Flow

SDN switches and

machine learning

techniques.

Scalability

31



[114] 2021 Password Attack Anal-

ysis Over Honeypot

Using Machine Learn-

ing Password Attack

Analysis

Low-

interaction

Analyze password

attacks.

Unsuper-

vised

Use of honeypots

and ML to analyze

password attacks

Honeypot mainte-

nance

[115] 2022 Semi-supervised ap-

proach for detecting

distributed denial

of service in SD-

honeypot network

environment

High interac-

tion

Detecting distributed

DDoS attacks

Semi-

supervised.

Using honeypots

and semi-supervised

machine learning

to detect DDoS

attacks.

Data quality

[116] 2022 Predicting Attack

Patterns via Machine

Learning by Exploit-

ing Stateful Firewall

as Virtual Network

Function in an SDN

Network

High interac-

tion

Predicting attack

patterns in software-

defined networks

(SDN)

Supervised

and unsuper-

vised

Using honeypots

and ML to predict

attack patterns in

SDN networks

Firewall with status

as VNF
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[117] 2022 Threat Prediction us-

ing Honeypot and Ma-

chine Learning

High-

interaction

Predicting cyber

threats

Supervised

and unsuper-

vised

Use of honeypots

and ML for threat

prediction and de-

tection

Scalability and

adaptability

[118] 2022 A Passive OS-

Fingerprinting frame-

work using Honeypot

Low interac-

tion

Framework for iden-

tifying and classify-

ing attackers’ operat-

ing systems

Supervised

and unsuper-

vised

Use of honeypots

and ML techniques

for passive identifi-

cation of SO

Active OS finger-

printing methods

[119] 2022 Honey Models: Ma-

chine Learning Hon-

eypots

High-

interaction

Use ML models to

improve the effec-

tiveness of honey-

pots in malicious de-

tection and analysis

Clustering Integration of ML

techniques in

high-interaction

honeypots

Cost, adaptability

and storage

[120] 2023 Analysis and Imple-

mentation of Honey-

pot Framework for En-

hancing Network Se-

curity

High-

interaction

Use of a honeypot

framework that at-

tracts, detects and

analyzes malicious

activity.

Supervised

and unsuper-

vised

Implementation of a

high interaction hon-

eypot framework

Storage and pro-

cessing.

33



[121] 2023 Design of LAN Secu-

rity Defense System

Based on Honeypot

Technology

High-Low-

interaction

Design a security de-

fense system for lo-

cal area networks

(LAN) using honey-

pot technology.

Supervised

and unsuper-

vised

Implementation of a

honeypot defense

system for LAN

networks.

Storage and pro-

cessing.

[122] 2024 Enhancing Network

Security through a

Multi-layered Honey-

pot Architecture with

Integrated Network

Monitoring Tools

High-Low-

interaction

Improving network

security through

the use of a mul-

tilevel honeypot

architecture

Supervised

and unsuper-

vised

Implementation of a

multilevel honeypot

architecture,

Advanced process-

ing and storage ca-

pabilities.

[123] 2024 Enhanced honeypot

security for intrusion

detection and preven-

tion systems using

blockchain

High-

interaction

Improving the secu-

rity of intrusion de-

tection and preven-

tion systems (IDPS)

using blockchain

technology.

Supervised Integration of

blockchain with

high-interaction

honeypots

System complexity,

costs and perfor-

mance

Table 3.2: Types, objectives, contribution, and Limitations of

Honeypots
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The objectives of various research studies on honeypots have centered around detect-

ing and analyzing attacks on systems. For example, Suleiman A. aims to identify network

vulnerabilities and assess their resilience against attacks [118]. Similarly, [117], focuses

on predicting vulnerable hosts within SDNFV networks with distributed controllers. Many

studies also emphasize configuring and utilizing machine learning to predict attack mech-

anisms, threats, and intrusion detection [113], [114], [116], [117], [124], [125] On the other

hand, [126] centers its research on medium-to-high interaction honeypots to analyze vul-

nerabilities like CVE-2017-17215, which is widely exploited by botnets [5], [24], [105], [107],

[127]. In the information collected, several authors’ research objectives were the design,

architecture, and models that can be used to identify and profile attacks.

Regarding limitations, some studies were conducted in virtual environments. For in-

stance [116], sought to predict susceptible hosts likely to be targeted in SDNFV networks

with distributed controllers. This study highlighted a limitation: the accuracy of predictions

decreased as the threshold for false positives increased. Furthermore, there is a notable

absence of solutions applying Machine Learning techniques to the issues addressed.

The field of scientific research on honeypots in computer security has evolved signifi-

cantly in recent years. High-interaction honeypots, now frequently deployed, offer a more

realistic and effective simulation of network environments. Integration with existing security

systems, such as firewalls, IDS, IPS, and WAF, has improved the interpretation of honeypot

alerts. Although many studies still rely on statistical data analysis, there is a growing trend

of applying Machine Learning techniques to enhance results and uncover patterns.

3.5. Cybercriminal Personality

Research into the personality of hackers or cybercriminals remains relatively sparse. As

seen in Figure 3.10, there was one publication in 2018, a slight increase of publications in

2020, and a similar number of publications in other years.
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Figure 3.10: Primary studies, year of publications Cybercriminal Personality

In 2010, [128], conducted a quantitative study using a survey validated by experts. On

the other hand, Summers et al. [129] employed qualitative research based on Grounded

Theory, conducting semi-structured interviews with 18 hackers from a hacking community.

Other studies have predominantly used quantitative descriptive and analytical methodolo-

gies, with some literature reviews included due to the limited number of studies in this area,

as detailed in Table 3.3.
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Ref Year Type Study

type

Title Instrument Scale Population Classification Motivation

[130] 2010 Journal Arti-

cle

Empirical The Risk Propen-

sity and Rationality

of Computer Hack-

ers

Surveys Regression

Models

Computer

hackers

Established

personality ty-

pologies and

theories

Intrinsic and

extrinsic fac-

tors

[129] 2013 Research

Report

Qualitative How Hackers

Think: A Study

of Cybersecurity

Experts and Their

Mental Models

Interviews and

content analy-

sis

Grounded

Theory/ Tri-

angulation

Cybersecurity

experts

Mental models

and psychological

traits

Intellectual

challenge,

curiosity

[131] 2014 Book Section Qualitative The Psychology of

Computer Crimi-

nals

Case studies N/A Convicted

hackers

and cyber-

criminals.

Impulsivity and

recognit

Gratification,

revenge, profit,

ideology and

power and

control

[132] 2016 Journal Arti-

cle

Quantity Hacker Personality

Profiles Reviewed

in Terms of the

Big Five Personal-

ity Traits

Big five per-

sonality traits

Likert Scale Six hacker

subjects

-Hat white - hat

black

Hacking activ-

ity
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[133] 2017 Journal Arti-

cle

CorrelationalComputer criminal

behavior is related

to psychopathy and

other antisocial be-

havior

Psycho pathy

Checklist-

Revised (PCL-

R)

Likert Scale Hackers

and cyber-

criminals

Antagonism Emo-

tional Stability

Disinhibition

Narcissism

Intellectual cu-

riosity

[134] 2018 Journal Arti-

cle

CorrelationalHuman resources

and their tendency

to information se-

curity crimes based

on Holland’s theory

John Holland’s

Theory

Statistical

Analysis

Various or-

ganizations

According to Hol-

land’s theory

Power and

control

[135] 2019 Conference

Proceedings

Mixed Youth hackers

and adult hackers

in South Korea:

An application

of cybercriminal

profiling

Structured in-

terviews

Likert scale Young and

adult hack-

ers

Big Five Person-

ality Traits

Curiosity,

Recognition,

Challenge,

Revenge,

Profit

[136] 2020 Conference

Proceedings

Mixed Psychological Pro-

filing of Hacking

Potential

Questionnaires

and structured

interviews

Likert scale University

students

Big Five Person-

ality Traits

Curiosity,

Recognition,

Challenge,

Revenge,

Profit
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[137] 2020 Conference

Proceedings

Quantitative Measuring Psy-

chosocial and

Behavioral Factors

Improves Attack

Potential Estimates

Psycho metric

surveys

Likert scale Attackers

and secu-

rity profes-

sionals

Big Five Person-

ality Traits

Curiosity,

Recognition,

Challenge,

Revenge,

Profit

[138] 2020 Conference

Proceedings

Quantitative Predicting per-

sonality from

patterns of behav-

ior collected with

smartphones

Smartphone

sensors

Likert scale Smartphone

users

Big Five N/A

[139] 2021 Journal Arti-

cle

Review Profiling the Cyber-

criminal: A system-

atic review of re-

search

Syn thesis of

previous stud-

ies

N/A Studies re-

viewed

White hat Black

hat Gray hat

Economic,

Reputational,

Ideological,

Curiosity

[140] 2021 Journal Arti-

cle

Qualitative Network discov-

ery and scanning

strategies and the

Dark Triad

Questionnaires

and structured

interviews

Liker Scale University

students

Dark triad narcissism

and psychopa-

thy
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[141] 2022 Journal Arti-

cle

Review Are you anony-

mous? Social-

psychological pro-

cesses of hacking

groups

N/A psychological

research

N/A -criminals -cyber

warriors - hack-

tivists -insiders -

coders

Ideology,

prestige,

recreation,

and revenge

[142] 2022 Conference

Proceedings

Review The Amorphous

Nature of Hackers:

An Exploratory

Study

Hacker Per-

ception Ques-

tionnaire

Liker Scale University

students

-White hacker

-Black hacker

-Gray hacker

Ideology,

prestige,

recreation,

and revenge

[143] 2023 Journal Arti-

cle

Mixed Comparing cyber

offenders and of-

fline offenders on

HEXACO person-

ality domains and

their underlying

facets

Questionnaire Liker scale individuals Cyber offenders Ideology,

prestige,

recreation,

and revenge

Table 3.3: Methods, Instruments, and Personality Classifica-

tion of Hackers or Cybercriminals
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The primary instrument utilized in various studies on cybercriminal personality is the FBI

criminal profiling framework [135]. On the other hand, most studies use the Big Five Per-

sonality Traits test composed of 132 items, is commonly employed [132], [135], [138], This

test evaluates key personality dimensions such as openness, conscientiousness, extraver-

sion, agreeableness, and neuroticism. Al-Ajilouni [134] used John Holland’s Career Choice

Theory (RIASEC), a 66-item instrument traditionally used for career assessment but also

effective in evaluating personality traits. Similarly, Seigfried-Spellar et al. [133], applied the

Elementary Psychopathy Assessment (EPA), a 178-item self-report measure designed to

assess fundamental elements of psychopathy.

Bachmann [129] conducted personality assessments at the Shammon-Con hackers’ an-

nual convention, targeting network professionals and hackers selected based on specific

criteria. Matulessy et al. [132] used six hackers for their research. Seigfried-Spellar et

al. [133] conducted their study on 250 Internet users who may or may not be considered

hackers. In [129], the personality traits of 83 cybercriminals in a South Korean prison are

evaluated. Consequently, in the research [138], [143], [144], they measure the potential

profile of cyber attackers in students of some technical careers and individuals in general.

The various instruments used to assess hacker or cybercriminal personalities have led

to several classification schemes based on personality traits. Notably, the repeated clas-

sifications include White Hat, Black Hat, and Gray Hat hackers [132], [139], [142], [144].

Motivations for cybercriminal behavior include revenge, boredom, ideology, ego, sabotage,

espionage, gratification, and blackmail. These motivations are illustrated in Figure 3.11

which provides a diagram of the different motivational factors driving cybercriminal activities.

Figure 3.11: Word diagram of the motivation of cybercriminals

A review of hacker personality research reveals its interdisciplinary nature, encompass-
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ing psychology, computer security, and criminology. However, it is essential to acknowledge

that a singular or stereotypical profile cannot encapsulate all hackers, as they exhibit diverse

motivations and characteristics. The personality of a hacker can evolve and be influenced

by various contextual and social factors.

Hackers typically possess high technical proficiency, including skills in programming,

computer networks, and operating systems. Their curiosity and intellectual drive often lead

them to self-teach and challenge existing technical barriers. Hackers exhibit creative and

divergent thinking, enabling them to devise innovative solutions to complex problems.

Motivations for hacking vary widely and include financial gain, recognition, curiosity, ac-

tivism, or the desire to cause disruption. Hackers often show a low tolerance for authority

and established norms, with some experiencing heightened emotions like excitement or

adrenaline during attacks. It has proven challenging to categorize hackers into a single pro-

file or sample, leading researchers to explore diverse data sources, including forums, hacker

communities, and technology professionals. Psychological instruments used to study hacker

behavior include those designed to identify behavioral patterns, with the Big Five Personality

Traits model being particularly effective in classifying hackers into categories such as White

Hat, Gray Hat, and Black Hat.

The Big Five Personality Traits model, a widely accepted psychological framework, de-

scribes five core dimensions of human personality:

1. Openness to Experience: This trait reflects a person’s willingness to explore new

ideas, experiences, and emotions. Individuals high in openness are imaginative, curious,

and adaptable.

2. Conscientiousness: This dimension pertains to an individual’s organization, responsibility,

and reliability. Those high in conscientiousness are disciplined, orderly, and follow through

on commitments.

3. Extraversion: This trait measures a person’s desire for stimulation and social interaction.

Extraverts are typically energetic, assertive, and enjoy being around others.

4. Agreeableness: This dimension indicates a person’s tendency to be empathetic, coop-

erative, and considerate toward others. Agreeable individuals have a positive and compas-

sionate disposition.
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5. Neuroticism: This trait involves the degree to which a person experiences negative emo-

tions such as anxiety, emotional instability, or stress.

Table 3.4 provides a detailed overview of hacking definitions, motivations, messages left

behind, and justifications. This table offers insights into:

Definitions: Key terms and concepts related to hacking and cybersecurity.

Motivations: The underlying reasons driving hackers, whether financial, political, social, or

personal.

Messages Left Behind: The types of messages or signals hackers leave post-attack, includ-

ing claims, threats, or warnings.

Justifications: The rationales hackers provide for their actions, ranging from protesting injus-

tices to demonstrating technical skill.

This detailed analysis helps to contextualize the driving factors behind hacking activities and

the methods employed by hackers.
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Ref Motivation Definition Message Justify

Oxford Dictionary

[131], [143]

Hacktivism Or

Political

Hacktivism involves malicious

acts on the Internet to pro-

mote political, religious, or social

ideas, using electronic devices to

defend their ideals.

Loved By Linda Long Life Viet-

nam | Moroccan Revolution

The hacker leaves a message

about a social, political, or reli-

gious problem.

Oxford Dictionary

[131], [133]

Ego A person’s sense of self-esteem

or self-importance.

LapanWasTaken Here

Whoops.Got Hacked

They leave messages to show-

case skills and talents that set

them apart.

Oxford Dictionary

[131], [135], [142],

[143]

Revenge Action of causing harm to some-

one in retaliation for an offense or

grievance received.

hacked by Salim Alk, ohh, sorry

your security is gay

The hacker leaves a message

with their identifier, typically

mocking the security of the

hacked site.

Oxford Dictionary

[133], [143]

Entertainment The action of providing or being

provided with amusement or en-

joyment.

Hacked by Phenix-TN Just for

fun, HAHAHAHHA! ANYTIME I

LIKE TO LOL, THANKS TO

IMAM

A hacker who performs cyberat-

tacks just for fun

[131], [136], [130] Monetary Connected with money Hacked By Babacang07 - Phan-

tomSec1337, icq: Gh05t11n6,

telegram: Flavyy7

The only interest is for monetary

gain, and he leaves his data to

be contacted for data recovery or

security patches.
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Oxford Dictionary

[131], [136], [137]

boredom Feel weary because one is unoc-

cupied or lacks interest in one’s

current activity.

Hacked By Ahd, Hacked By Ahd,

This world is bad

A hacker who performs cyber-

attacks to pass the time and be

engaged in some activity other

than boredom.

Oxford Dictionary

/Google [145], [131],

[129], [136], [141]

Recognition To be recognized for an act or ac-

tion that has been performed in-

volves a great sacrifice of either

intelligence or time.

Hacked by Mr.kro0oz.305 He wants to be recognized as

the one who attacked the sys-

tem, leaving a basic message of

his Nickname.

Table 3.4: Big Five Personality Traits
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This table provides a comprehensive view of the dynamics behind hacking, facilitating a

better understanding of this complex phenomenon.
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4. PATTERN CLASSIFICATION

Contents
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4.3 Analysis of the infrastructure T-Pot Honeypot . . . . . . . . . . . . . . . . . 51

4.4 Analysis of studies on the personality of hackers . . . . . . . . . . . . . . . 59

4.5 Application of the BFQ Survey . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.1. Materials and methods

This section outlines the methodology employed in this dissertation, detailing the materi-

als and tools utilized to develop the research proposal. The methodology integrates both

experimental and non-experimental research approaches, specifically employing honeypot

systems and utilizing a descriptive, correlational, cross-sectional cohort design. This com-

prehensive approach enables a thorough examination of the personality traits and behaviors

of potential cyber attackers. The research is structured into the following phases:

Phase 1 Information Gathering

• Review existing literature on cyber attackers’ personality traits and motivations.

• Examine the effectiveness of honeypot systems in catching cyber attackers.

Examine survey methods used in cybersecurity studies.

Hypothesis Formulation

• Formulate research hypotheses based on the literature review.

• Identify key personality traits that may be associated with cyber attackers.

• Develop a conceptual framework linking personality traits to cyberattack behaviors.
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Phase 2 Experimentation

Honeypot system design and implementation

• Design a honeypot system that simulates vulnerable networks or systems to attract

potential cyber attackers.

• Select appropriate honeypot software and hardware based on the study’s objectives.

• Deploy honeypot systems strategically to capture a diverse sample of cyber attackers.

Collect data from the honeypot system:

• Monitor and record the attackers’ activities interacting with the honeypot system.

• Collect data on attackers’ methods, techniques, and patterns.

• Store collected data for further analysis.

Phase 3 Descriptive Design Survey design

• Determine instrument to assess personality traits of potential cyber attackers through

literature review.

Survey Distribution and Data Collection

• Distribute the survey to potential respondents, ensuring anonymity of participants, us-

ing techniques such as social media postings and online forums.

• Collect survey responses and securely store data for analysis.

Phase 4 Analysis of Results

Data Analysis:

• Analyze honeypot data using descriptive and inferential statistics to identify common

patterns and trends (machine learning).

• Analyze survey data to assess the relationship between personality traits and cyberat-

tack behavior.

• Perform correlation and regression analysis (machine learning classification) to ex-

plore the strength and direction of these relationships.

• Compare the results of the honeypot and survey data to validate the hypotheses.
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Results and Discussion:

• Summarize the main findings of the study and discuss

• their implications for understanding personality hackers. Compare the results to exist-

ing literature and explain any discrepancies.

• Discuss the study’s limitations and suggest areas for future research.

Conclusion:

• Summarizes the study’s objectives, methods, and findings.

• Provide recommendations for using the results to improve cybersecurity efforts and

deter potential cyber attackers.

• Emphasize the importance of continued research to understand the personality traits

of cyber attackers for more effective prevention and response strategies.

4.2. Web-Attacks Cognitive Patterns Classifier Architecture

This research presents a theoretical architecture designed to protect web servers using

data obtained from honeypots [146]. As a first step, a T-POT with WCPC will be deployed in

hacker communities to collect information about different attack techniques. The honeypots

will collect data that will be used to analyze the cognitive patterns of attackers. This data will

be analyzed using machine learning techniques to identify the most effective pattern classi-

fication method. The machine learning algorithm can be either clustering or unsupervised

principal component analysis (PCA). Several characteristics of the attacks are considered

when analyzing the data, such as time zone (although attacks usually use intermediate ma-

chines such as VPN and botnets), attack technique, fingerprint removal techniques, and

keystrokes. As shown in Figure 4.1, the WCPC consists of the following elements:
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Figure 4.1: WCPC architecture

Information Feeder: This component is responsible for retrieving data from the Inter-

net using Elasticsearch, allowing the creation of a multi-trend search engine. It also uses

Logstash to classify the information from the logs coming from the honeypots.

Cognitive Agent: This module includes cognitive processes aimed at collecting, pro-

cessing and correlating information, as well as communicating the results. It uses machine

learning techniques supported by Kibana to analyses the data collected by the information

feed. The processed information will contain the cognitive patterns of the attackers. Once

these patterns have been evaluated, the information is stored in the global database.

Global Database: All attack information, once classified, will be stored in this database

according to its signatures, such as the attacker’s IP address, time zone, keystrokes, tools

used and traces left behind. In addition, the database will contain other relevant data such

as the URLs of the hacked sites (extracted from sites that publish this information, such as

http://www.zone-h.org) and the solutions/responses to the attacks.

Response Module: This module implements actions to prevent or mitigate attacks, using

previously known solutions for each type of attack. Thanks to the classification of cogni-

tive patterns, the type of attack can be identified. Each response is recorded in the global

database to document system activity.

The above elements interact through the following processes:

Pre-classification: This process, performed by the information feeder, is responsible for

collecting attack data from honeypots and the Internet. Two open-source tools are used in

this process: (1) Logstash, which collects device logs for future searches, and (2) Elastic-
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search, which contributes to the cognitive process by searching data that is being modified

in real time.

Cognitive process: This process analyses the collected information using a number of

parameters. Kibana, an Elasticsearch data exploration, visualization and discovery tool,

supports this processes by classifying information according to specific parameters. For ex-

ample, if the attacker performs a port read (using tools such as Nmap, nbtscan and Metas-

ploit) during the fingerprinting phase, this activity is recorded in the logs, and the classifier

module associates the extracted information with a given classification pattern.

Classification process: This process is carried out by the classifier module, which is

responsible for the final evaluation of the information. The evaluated information is stored in

the appropriate database according to its classification.

Response Process: This process is activated once the Global Database is operational.

When a WCPC web server receives an attack that is already known to the system, the

response module executes the solutions stored in the global database.

TThe ELK stack toolset (Elasticsearch, Logstash and Kibana) was chosen for its ability

to ingest and analyses data in real time. This toolkit is very useful for the project as it allows

the collection and analysis of honeypot logs. Another advantage of using these tools is that

they are open source, which allows them to be modified with new features or adaptations as

needed.

4.3. Analysis of the infrastructure T-Pot Honeypot

For the execution of this project, an infrastructure was implemented dedicated to the purpose

that consisted of a first firewall owned by the service provider CEDIA that, together with the

ESPOCH, managed the creation of a tunnel to protect the data infrastructure and services

of the Higher Education Institution. The server used for the purpose was an HP ProLiant

DL360 Gen9; the same was located in the Faculty of Informatics and Electronics FIE in the

ESPOCH, and the installation process of the T-Pot was developed, which previously was

downloaded. ISO image from GitHub for subsequent installation. Afterward, all the services

that ESPOCH, such as its website and databases, were replicated. The use of the different

open ports in Table 4.1 on a web server was also guaranteed, in such a way, incentivizing

the attacker to perform different attacks such as DDoS, XSS, SQL injection, brute force,

CSRF, and buffer overflow attacks.
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Service Port Description

HTTP 80 Hypertext Transfer Protocol

HTTPS 443 Secure HTTP version

FTP 21 File Transfer Protocol

SSH 22 Remote Shell

SMTP 25 E-mail protocol (Send)

POP3 110 E-mail protocol (Receive)

IMAP 143 E-mail Management

MySQL 3306 Database Management

PostgreSQL 5432 Database Management

MongoDB 27017 Database Management

HTTP alternativo 8080 Alternate port HTTP web traf-

fic

Table 4.1: Description of protocols

The server addresses were published on forums and cyber-criminal or hacker sites. The

system has been online for more than six months. The information is collected from hon-

eypots that have the most interactions with the network, such as Dionaea, Nginx, Adbhoey,

and Ciscoasa. The collected data is then analyzed to present its results.

Figure 4.2: Server infrastructure
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For the data collection, as shown in Figure 4.2, the infrastructure of the Escuela Politéc-

nica del Chimborazo was used, and as mentioned above, the bandwidth was provided by

CEDIA. In the first instance, being inside an educational institution, the first attacks reached

other devices and servers, so creating a direct channel with the server was necessary, thus

avoiding exposing the institution’s own devices, data, and servers.

Figure 4.3: Login T-Pot Honeypot

The T-Pot Honeypot was administered through the server address from an SSH and

HTTPS connection. Figure 4.3 shows the server’s main screen; through the ELK Stack,

graphical administration and visualization of the results become super simple. However, a

high level of knowledge is necessary for additional or personal configurations according to

the purpose of the research. On the other hand, Figure 4.4 shows the server activity with

the active ports of the different services mounted on the Honeypots hive.

53



Figure 4.4: Honeypot initialized ports

Among the services mounted on the web server, the main web page of the ESPOCH

was replicated. The Httrack tool was used; first, the information was downloaded from the

website, which took approximately 36 hours. Afterward, the web server was previously

mounted on the physical server implemented, as shown in Figure 4.5
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Figure 4.5: IP of the ESPOCH homepage

Among the main results after more or less six months of the server being implemented

in the ESPOCH infrastructure, it was observed that the attacks perpetrated by DoS occupy

the first place, with a large number of attacks of 39%. They were followed by the SQL

injection attack at 21% and cross-site scripting (XSS) at 12%. Similarly, with 10% Brute

Force Attacks, cyber-criminals prefer attacks as observed in a previously conducted study

[147], shown in Figure 4.6.

Figure 4.6: Attacks on the server implemented in the ESPOCH infrastructure

Also, an important data that can lead to valuable conclusions from this study is the time
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zone in Figure 4.7. The T-Pot Honeypot recorded 18 time zones as favorites, among which

in the first place is the GMT-7 zone, with 26.6% belonging to Asian countries such as In-

donesia, Thailand, Cambodia, and Singapore. Then comes GMT+7, representing the USA

with 24.8%. They were followed by 12.4% for GMT+2 European countries such as Germany,

France, Serbia, Netherlands, and India. In the same way, with 7% for GMT+3 Turkey, Israel,

Iran Islamiza, Syria, and GMT-3 Brazil. It should be considered that most cyber-criminals

use VPN; however, it can also be a pattern that allows them to improve the security of a web

server since the time zones are repeated, which will enable them to determine that they do

not change VPN constantly, but rather hide the address of origin, but are not permanently

randomizing the IPs used for attacks.

Figure 4.7: The time zone from which the Attacks were launched

The T-Pot allows configuring a farm of servers in addition to the web above page. The

results in Figure 4.8 show a preference for attacking web servers with Apache 46.20% of the

attacks against this server. Among the data recorded in the T-pot, Honeypot is 32.20% to

more than two servers recorded with the unknown label. Next, with 12.60% nginx, the latter

server has become popular in the last decade due to its robustness.
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Figure 4.8: Server with more registered attacks

As previously discussed, cyberattacks are not confined by nationality or geographic lo-

cation, making it challenging to pinpoint the exact origin of these attacks. The use of IP

masking tools and VPNs further complicates tracking the true source of cyber threats. De-

spite these challenges, certain countries, such as the United States, China, Russia, North

Korea, and Iran, are frequently implicated in significant cyber espionage and large-scale

attacks. Additionally, some developing nations are also suspected of engaging in illicit cy-

ber activities. According to Figure 4.9 data from the T-Pot system indicates that the United

States experiences the highest number of attacks, followed by Indonesia, Brazil, and Iran.

Figure 4.9: Countries from which attacks are made

In the research of Back et al. [110], it is stated that ego is fourth on the list of cyber-

criminals’ motivations, especially when they are part of a group or seek to demonstrate
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their leadership. The T-Pot honeypot allows the digital fingerprints of cybercriminals to

be recorded through their signatures or nicknames (Nicknames), and most of them leave

their rubric. This phenomenon is illustrated in Figure 4.10, which presents crucial data for

detailed profiling of cybercriminals.

In addition, cybercriminals expose these nicknames on numerous forums to develop an on-

line reputation. In the realm of web security, this data can be extremely useful in associating

criminals’ activities with their profiles, thus enabling the implementation of more effective

security measures based on this information. More sophisticated and proactive defense

strategies can be developed by analyzing and correlating the data collected by honeypots

such as T-Pot with the information available in these forums.

Figure 4.10: Database of Nicknames of Cybercriminals

In the project’s first phase, a T-Pot honeypot server was implemented in the Escuela

Superior Politécnica del Chimborazo (ESPOCH) infrastructure. This server was installed to

attract and record malicious activity for later analysis. The Corporación Ecuatoriana para el

Desarrollo de la Investigación y la Academia (CEDIA) provided the necessary bandwidth to

ensure optimal honeypot operation. This collaboration made it possible to establish a solid

foundation for the study and monitoring of cyberattacks, facilitating the collection of valuable

data that will contribute to improving the institution’s cyber defense strategies. In addition,

the implementation of this honeypot in an educational environment provides a practical re-
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source for the training of future professionals in the field of cybersecurity. [148].

Subsequently, a survey was developed based on the personality traits of the Big Five model,

consisting of 132 personality-related questions and seven specific questions about the data

obtained by the honeypot. This survey was shared on the same sites where the IP address

of the T-Pot honeypot was located, as mentioned above.

The data collected was consolidated into a database structured in 18 columns by 500 rows.

This database included detailed information such as the type of attack, the tool used, the

operating system, the IP address, the hacker’s personality, his nickname, and any messages

left, among other characteristics.

Using a hybrid honeypot, i.e., a low-interaction and high-interaction honeypot, made it possi-

ble to simulate near-real computing environments. T-Pot, an open-source honeypot system,

can be adapted to the needs and requirements of different network infrastructures. This

project sets an important precedent by demonstrating that tools such as T-Pot can be used

for scientific research to understand better the tactics, techniques, and tools that cybercrimi-

nals employ. In addition, this information is crucial for strengthening the security of computer

networks.

The implementation and analysis of this honeypot provided valuable data on cyberattacks

and a solid foundation for future cybersecurity research, contributing to developing more

robust and adaptive strategies to protect critical infrastructures.

4.4. Analysis of studies on the personality of hackers

Based on a review of hacker personality studies, detailed in Table 4.2 are the methods, tools,

and classifications used to assess the personality of hackers or cybercriminals. Tools em-

ployed for this purpose include the FBI Criminal Profiling Framework, John Holland’s Career

Choice Theory (RIASEC), the Elementary Psychopathy Assessment (EPA), and the Big Five

Questionnaire (BFQ), among others.

This analysis reveals that the BFQ is the most accurate tool for measuring cybercriminals’

personality and behavioral patterns. The Big Five Questionnaire (BFQ) comprehensively

assesses personality traits along five key dimensions: openness to experience, responsibil-

ity, extraversion, agreeableness, and neuroticism. This accuracy allows for a more detailed

understanding of the psychological factors that motivate cybercriminals and facilitates more

accurate profiling, as shown in Figure 4.11.

In addition, combining these tools with empirical data obtained from honeypots, such as the
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T-Pot, allows for a deeper correlation between observed behaviors and personality traits.

This not only improves the ability to predict and prevent future attacks but also contributes to

developing more effective intervention strategies tailored to attackers’ specific psychological

profiles.

Instrument Approach Dimensions

evaluated

Evaluation

structures

Theoretical

basis

Use

BFQ Big Five Openness,

responsi-

bility, ex-

traversion,

friendliness,

emotional

stability

Continuo Big Five The-

ory

General

per-

sonality

assess-

ment in

various

contexts

MMPI Psycholo-

gical

disorders

Various di-

mensions

associated

with mental

health

Predefined

categories

Clinical and

health psy-

chology

Clinical

and health

psychol-

ogy

MBTI Personality

types

Extraversion/

introversion,

percep-

tion/judgment,

others

Predefined

categories

Jungian The-

ory

Three-

factor

theory

EPQ Three

main di-

mensions

Extraversion/

introversion,

neuroticism,

psychoticism

Scoring

on specific

scales

Personal de-

velopment,

team devel-

opment

Psychological

and clin-

ical re-

search

Table 4.2: Comparison of Big Five with other instruments

The BFQ has been used in psychological research and clinical practice to understand

better human personality and its impact on various aspects of life. Its approach and five di-

mensions make it a valuable tool for exploring individual differences and understanding how

they influence people’s behaviors and experiences in different contexts.
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The BFQ (Big Five Questionnaire) is designed to assess and understand an individual’s

fundamental psychological traits by measuring five core dimensions of personality: open-

ness to experience, conscientiousness, extraversion, agreeableness, and emotional stabil-

ity. Unlike other personality assessments, the BFQ uses a Big Five framework to provide

a nuanced profile of personality traits along a continuum rather than categorical types or

specific behavioral patterns.

In contrast, the Minnesota Multiphasic Personality Inventory (MMPI) is geared towards iden-

tifying psychological disorders and mental health issues. It focuses on detecting behavioral

patterns linked to psychopathology rather than evaluating distinct personality traits such as

extraversion or agreeableness.

The Myers-Briggs Type Indicator (MBTI), derived from Jungian theory, categorizes indi-

viduals into one of 16 personality types based on dichotomous preferences, such as Ex-

traversion/Introversion and Perception/Judgment. Unlike the BFQ, which evaluates person-

ality traits on a continuum, the MBTI assigns individuals to specific categories.

The Eysenck Personality Questionnaire (EPQ) assesses three primary dimensions: ex-

traversion, neuroticism, and psychoticism. While it shares similarities with the BFQ in mea-

suring basic personality traits, the EPQ employs a different scoring structure and focuses on

a more limited set of dimensions.

Each of these instruments—BFQ, MMPI, MBTI, and EPQ—contributes uniquely to the

field of psychology through its theoretical framework, measured dimensions, and scoring

methods. This diversity in approaches ensures that these tools are tailored to different re-

search objectives and applications.

For instance, the BFQ captures personality traits on a spectrum, such as openness to

experience ranging from highly imaginative and open to new ideas to more conventional

and routine-oriented. Extraversion in the BFQ spans from highly sociable and adventur-

ous to more reserved and introverted. Table 4.2 provides a comparative overview of these

instruments, highlighting their unique features and applications.

61



Figure 4.11: The Big Five Model (BFQ)

In addition to the literature review supporting the use of the BFQ (Big Five Question-

naire) for measuring personality in cybercriminals, it is noteworthy that these individuals of-

ten display above-average intelligence, reinforcing the appropriateness of this tool. Hackers

typically exhibit openness to experience, characterized by a deep intellectual curiosity and a

willingness to explore and implement cutting-edge technologies and novel attack techniques.

This trait drives their innovative approaches to cybersecurity challenges. On the other hand,

conscientiousness may be less straightforward; while some hackers might engage in ac-

tivities that defy established norms, others demonstrate significant ethical responsibility by

using their skills to uncover and address security vulnerabilities, thereby contributing posi-

tively to the field despite their unconventional methods. Therefore, the BFQ tool fits perfectly

in this context, to analyze the responsibility of a hacker’s behaviors or degree of openness

to new learning experiences.
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4.5. Application of the BFQ Survey

To carry out this analysis, the survey deployment was divided into three phases:

First Phase: The link to the form with the respective questions was published in the same

forums and hacker communities where the IP address of the honeypot had been previously

published. This publication included an invitation to participate in the survey for research

purposes, guaranteeing the confidentiality of the data provided.

Phase Two: A list of known hackers was compiled, and a direct invitation to participate in the

research project was sent to them. This list was based on data obtained from the honeypot

and other cyber intelligence resources, ensuring that individuals relevant to the study were

reached.

Third Phase: Once the survey responses were obtained, the triangulation technique corre-

lated the results between the data sets. This included comparing the survey responses with

the attack data recorded by the honeypot and the personality profiles. This process allowed

us to identify consistent patterns and validate the findings.

Figure 4.12 illustrates how this data was represented, highlighting the correlations be-

tween the fields used in the surveys and the prevalent data in both the attack and personality

datasets. This robust and detailed methodology improves the accuracy of cybercriminal pro-

filing and provides a solid foundation for developing more effective and personalized security

strategies.
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Figure 4.12: Personality and attack data set

A survey of elite hackers was conducted to collect the necessary data. With the help

of the thesis director and tutor, a list of known elite hackers was compiled. Subsequently,

messages were sent to the contacts found on the web, as shown in Figure 4.13.
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Figure 4.13: Invite known elite hackers

Figure 4.14 shows the format of the survey sent to the hackers. This survey yielded five

initial responses, which were tabulated, and used to calculate each participant’s personality

type. In addition to assessing personality traits, additional questions were included about the

preferred type of attack, nickname used, and favorite tool, among other relevant aspects.
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Figure 4.14: BFQ Hacker Elite Application

Simultaneously, after the survey was published in hacker forums and communities, 42

additional responses were received, as shown in Figure 4.15. After a thorough analysis,

it was observed that the data obtained were consistent and similar, which validated the

authenticity and reliability of the information collected for the study.
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Figure 4.15: BFQ Hackers Application

The methodology employed not only strengthened the study’s validity but also provided

a solid foundation for future research in the field of cybersecurity. These findings are crucial

for developing more effective strategies to prevent and mitigate cyberattacks, leveraging in-

depth knowledge of hackers’ behavior patterns and preferences. The combination of these

data allowed for a detailed and precise analysis of cybercriminal profiles, as detailed below:
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Figure 4.16: Result about the type of hacker

The majority of hackers are identified as Black Hat, with 76% of the 42 responses out

of 100% falling into this category, and 12% of those who consider themselves Gray Hat and

Hacktivists, as shown in Figure 4.16.

Figure 4.17: Findings about the type of elite hacker

Regarding elite hackers, 80% are Black Hat, 20% consider themselves hacktivists, and

there are no values for Gray Hat, as shown in Figure 4.17.
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Figure 4.18: Findings on the personality of hackers

In personality assessment, "positive bias" in Big Five questionnaires refers to the ten-

dency to perceive or interpret events, traits, or situations in an overly favorable light. Hack-

ers may exhibit this bias by emphasizing their strengths and successes while downplaying

or ignoring their weaknesses, whether in interpersonal relationships, professional settings,

or their self-image. Conversely, denial of shortcomings involves an unwillingness or inabil-

ity to acknowledge personal weaknesses or areas needing improvement. This denial can

manifest as rejecting constructive criticism, justifying or rationalizing problematic behavior,

or failing to recognize and address one’s own flaws.

In the present study, as shown in Figure 4.18, we find that 81% of respondents exhibit

these personality traits. Ten percent demonstrate that they are free of prejudice, with a ten-

dency to perceive or interpret events, situations, or characteristics positively. The remaining

10% project a false profile; that is, people who responded this way do not accurately reflect

their true personality; in other words, they are trying to present an image of themselves that

does not correspond to how they feel, think, or behave.
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Figure 4.19: Findings on the personality of elite hackers

In the results for elite hackers, as shown in Figure 4.19, we have 80% positive bias,

which refers to a tendency or inclination to perceive or interpret events, situations, or traits

positively, and 20% responding in a way that does not accurately reflect their true personality.

Subsequently, machine learning (ML) techniques were employed to analyze hacking pat-

terns, requiring data normalization into a format compatible with Python. The parameters

used for analysis included Tool Attack, IP Address, Country, and Time. After processing the

data, a neural network architecture was implemented. The dataset was divided into train-

ing and testing subsets, with 80% allocated for training and 20% for testing. To enhance

the model’s performance, the Random Forest algorithm with 50 predictors was applied. Ad-

ditionally, correlation patterns between personality tests and cyberattacks were evaluated

using the following fields: Personality, Train, Motivation, Country, Tool, and Time.
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5. EVALUATION

Contents

5.1 Dataset and Machine learning . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.3 Contributions of this work . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.1. Dataset and Machine learning

For this process, various data were used as parameters, including attack tools, IP addresses,

countries of origin, times of the attacks, and types of attacks. These parameters were care-

fully selected to view cyber attackers’ behavior comprehensively. Table 5.1 presents a de-

tailed classification of these parameters, showing how they are grouped and analyzed to

obtain valuable information. This approach allowed for the identification of patterns and

trends that are essential for better understanding the tactics employed by cybercriminals

and strengthening defense strategies.

Parameter type of parameters

Tool Attack Categorical or class

IP address Integer

Country Categorical or class

Time Integer

Table 5.1: Research parameters

The parameter to be classified is based on the type of attack, which is also considered

a category or class. A histogram of the existing data is made for categorical data, and the

files are stored with the unique names in each field. For example, from the database for the

Country parameter, the following is obtained, as shown in Figure 5.1:
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Figure 5.1: Classifier parameter contry

The parameter related to the IP address had to be converted to an integer value to

man- age the data during classification and the parameter time in hours, minutes, and sec-

onds. In addition, according to the data, there are seven different types of attacks. Ac-

cording to the values taken by the IP Address, Country, Time, and Attack Tool, the system
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should be able to predict what type of attack the server may suffer. The data are extracted

from files with CSV extension, previously saved for each type using the PANDAS library in

Python, as can be seen in the following link: https://colab.research.google.com/drive/1bz

2YK1MJOZrSRXBQb3h-wdFaXxiEfI?usp=sharing .

At this point, the performance metrics were defined to evaluate whether the machine

learning algorithm implemented in this research is a neural or artificial neural network (ANN).

The confusion matrix is composed of prediction data (non-hacked data) and real data (hacked

data); in this table for its classification, logical values of 0 as negative and one as positive

were sought to facilitate the language of values a "No and a Yes." Each of these applications

is assigned a defined vector, which contains the information on the permissions and the

classification labels, as shown in Table 5.2.

multirow

REAL

PREDICTION DP FN
FP DN

Table 5.2: Structure of the confusion matrix

False positives (FP) represent a yes but, in reality, a no.

False negative (FN) values represent a no, but it is a yes.

Positive data (PD) values that represent a yes.

Negative data (ND) values that represent a no.

Four evaluation metrics Loss, Accuracy, Recall, Accuracy, and F1 Score, were used to

evaluate the classification performance of the problem, which are defined as follows:

Loss is a penalty for misclassification. The Loss function to be used is binary cross-

entropy, defined by the following formula.

yi,l ∈ {0, 1} ∧ l ∈ [1, L)∧i ∈ [1, N) (5.1)

binarycrossentropy = −yi,l · ln(ŷi,l) + (1− yi,l) · ln(1− ŷi,l) (5.2)

Accuracy: this metric is calculated from the number of correctly classified values.

Accuracy =
DP +DN

DP +DN + FP + FN
(5.3)

The recall metric is calculated from correctly predicted positive data over the total positive

data plus the test set.

Recall =
DP

DP + FN
(5.4)

73



Accuracy is calculated from correctly predicted positive data over total predicted positive

data.

Precisin =
DP

DP + FP
(5.5)

F1 Score is interpreted as the harmonic measure between accuracy and Racall, where F1

shows the best and worst scores.

F1Score = 2 +
Precisin ∗Recall

Precisin+Recall
(5.6)

To improve the accuracy, Random Forests will be used, and its representation is usually

ft(x) = f(x, θ) (5.7)

the form denotes the whole forest

F = f1..........fT (5.8)

Where T is the number of trees in the forest, with the following formula representing the

probability of prediction of class k

pk/x =
1

T

T∑
t=1

p
k/x
t (5.9)

Where

p
k/x
t

is the estimated density of data classification levels. The final functional is defined as

C(x) = argmaxPk/xk ∈ Υ (5.10)

As mentioned above, to develop the neural network architecture, it was necessary to divide

the data into four sets with the criterion of 80% of the data for training and 20% for testing.

Also, the TensorFlow library was used; for this case, the input layer must have four neurons,

one for each parameter, and seven neurons in the output layer; each one will identify a type

of attack; this model has two hidden layers to improve the results. The network architecture,

made using the playground-TensorFlow tool, is presented in Figure 5.2.
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Figure 5.2: Architecture of the Neuronal Network using a Sequential Model

On the other hand, the optimized RMSPROP was selected, the error known as the LOSS

metric using categorical cross-entropy, and finally, the metric to be evaluated is the accuracy

(ACCURACY). The training process ran 100 epochs with a Batch of 16 data for each epoch;

as the epochs pass, it is expected that both the training error and the validation will decrease.

To evaluate the model fit of the data, the confusion matrix was used to estimate the error at

the time of classification using the SEABORN library, as shown in Table 5.3 and Figure 5.3.
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Precision Recall F1-score Support

BRUTE FORCE ATTACKS 0.93 1.00 0.96 41

COMMAND INJECTION 1.00 1.00 1.00 31.00

CROSS-SITE SCRIPTING

(XSS)

1.00 1.00 1.00 47.00

DDoS ATTACK 1.00 1.00 1.00 157.00

DEFACEMENT 1.00 1.00 1.00 25.00

SQL INJECTION 1.00 1.00 1.00 79.00

THE MAN IN THE MIDDLE 1.00 0.85 0.92 20.00

Accuracy 0.99 400

Macro avg 0.99 0.98 0.98 400

Weighted avg 0.99 0.99 0.99 400

Table 5.3: Classification report of the training data the model already knew

Figure 5.3: Confusion Matrix with the training data that the model already knew

After that, the results generally align with expectations, but class four has a problem.

One way to evaluate the model’s fit to the data is to pay attention to the distribution of the

observations using the density estimation by a KDE Kernel, as shown in the following plot in
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Figure 5.4 and Table 5.4.

Precision Recall F1-score Support

BRUTE FORCE ATTACKS 0.91 1.00 0.95 10

COMMAND INJECTION 1.00 1.00 1.00 5.00

CROSS-SITE SCRIPTING

(XSS)

1.00 1.00 1.00 12.00

DDOS ATTACK 1.00 1.00 1.00 38.00

DEFACEMENT 0.67 1.00 0.80 2.00

SQL INJECTION 1.00 1.00 1.00 25.00

THE MAN IN THE MIDDLE 1.00 0.75 0.86 8.00

Accuracy 0.98 100

Macro avg 0.94 0.96 0.94 100

Weighted avg 0.98 0.98 0.98 100

Table 5.4: Classification report with training data not known to the model

Figure 5.4: Confusion Matrix with training data not known to the model

Figure 5.5 shows the data, illustrating the density of the observations predicted by the

model to the actual observations. This graph provides a visual representation of how the
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model predicts the distribution of different types of attacks compared to the real data, al-

lowing for a detailed assessment of its accuracy and effectiveness. Presenting these data

is essential for understanding the model’s ability to accurately capture the trends and pat-

terns of attacks, thereby reinforcing the model’s validity and utility in practical cybersecurity

applications.

Figure 5.5: Density of model-predicted observations matched to actual observations

To improve the results obtained with the previous architecture, we used the RANDOM

FOREST algorithm. The data were normalized and divided into training and test sets. More-

over, it was used with 50 predictors for this problem. The prediction with the already known

set is shown in the following chart. In Figure 5.6 and Table 5.5, the following data are found

in the matrix, demonstrating that the model correctly differentiates all classes of attacks with

known data. This confusion matrix illustrates the model’s accuracy in classifying each type

of attack, highlighting its ability to identify various categories of cyber threats correctly. Pre-

senting these data is crucial to validate the model’s effectiveness in detecting and classifying

cyberattacks, confirming its reliability and robustness in a real-world environment.
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Precision Recall F1-score Support

BRUTE FORCE ATTACKS 1.00 1.00 1.00 10

COMMAND INJECTION 1.00 1.00 1.00 5.00

CROSS-SITE SCRIPTING

(XSS)

1.00 1.00 1.00 12.00

DDOS ATTACK 1.00 1.00 1.00 38.00

DEFACEMENT 1.00 1.00 0.80 2.00

SQL INJECTION 1.00 1.00 1.00 25.00

THE MAN IN THE MIDDLE 1.00 1.00 1.00 8.00

Accuracy 1.00 400

Macro avg 1.00 1.00 1.00 400

Weighted avg 1.00 1.00 1.00 400

Table 5.5: Classification report the model differentiates all attack classes correctly with

known data

Figure 5.6: Confusion Matrix of the model differentiates all attack classes correctly with

known data

In Figure 5.7 and Table 5.6, a matrix shows that the model correctly distinguishes all

classes of attacks using unknown data. This visual representation is crucial to demonstrate
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the model’s ability to accurately classify each type of attack, even when confronted with new

or previously unlabeled data. Accuracy in this task is essential for enhancing confidence in

the model and its practical application in detecting and mitigating cyber threats.

Precision Recall F1-score Support

BRUTE FORCE ATTACKS 0.91 1.00 0.95 10

COMMAND INJECTION 1.00 1.00 1.00 5.00

CROSS-SITE SCRIPTING

(XSS)

1.00 1.00 1.00 12.00

DDOS ATTACK 1.00 1.00 1.00 38.00

DEFACEMENT 0.67 1.00 0.80 2.00

SQL INJECTION 1.00 1.00 1.00 25.00

THE MAN IN THE MIDDLE 1.00 0.75 0.86 8.00

Accuracy 0.98 100

Macro avg 0.94 0,96 0.94 100

Weighted avg 0.98 0.98 0.98 100

Table 5.6: Classification report of model differentiates all attack classes correctly with un-

known data
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Figure 5.7: Confusion Matrix of model differentiates all attack classes correctly with unknown

data

The system has improved the previously obtained results, although it still maintains errors

when differentiating class four when faced with unknown data. In this context, the decision

tree is structured to prioritize certain key parameters in data classification, as indicated by

Figure 5.8, which is structured as follows:
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Figure 5.8: Classification decision tree

The previously described procedures were applied to verify the relationship between the

personality of hackers or cybercriminals and the attacks they perpetrate. These procedures

include collecting and analyzing data through surveys and activity logs obtained via hon-

eypots. The fields used for this analysis are detailed in Table 5.7. This table provides a

comprehensive classification of the evaluated parameters, ranging from personality traits to

types of attacks, tools used, and other relevant factors. This approach allows for a deeper

understanding of how psychological characteristics can influence the tactics and behaviors

of cybercriminals, providing a solid foundation for developing more effective and personal-

ized security strategies.

Parameter type of parameters

Personality Categorical or class

Trait Categorical or class

Motivation Categorical or class

Country Categorical or class

Tool Categorical or class

Time Integer

Table 5.7: Type of parameters
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Similarly, the corresponding histograms for each parameter were generated. Once the

data were loaded, the correlation matrix between the indicated parameters was evaluated.

The evaluation revealed the presence of multicollinearity among the parameters, indicating

significant interdependencies between them. This analysis used six specific parameters

for the case study, and 250 predictors defined the model. Figure 5.9 shows the obtained

results, visually representing the correlations and the data distribution. This figure is crucial

for understanding the dataset’s internal relationships and adjusting the model more precisely,

thereby optimizing the predictive capacity and robustness of the analytical system.

Figure 5.9: Multi-correlation between hackers personality data

In this case, the model produces expected values that allow for the classification of the

seven types of attacks defined in this study. This classification is based on certain person-

ality traits and additional characteristics such as the country of origin and the timing of the

attack. Figure 5.10 and Table 5.8 illustrates how these factors influence the model’s accu-

racy in distinguishing between different types of cyberattacks. Integrating these parameters

improves the model’s accuracy and provides a deeper understanding of attackers behavior

patterns and trends. These findings are essential for developing more effective and person-
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alized cybersecurity strategies capable of proactively anticipating and mitigating threats.

Precision Recall F1-score Support

BRUTE FORCE ATTACKS 1.00 1.00 1.00 41

COMMAND INJECTION 1.00 1.00 1.00 31.00

CROSS-SITE SCRIPTING

(XSS)

1.00 1.00 1.00 47.00

DDOS ATTACK 1.00 1.00 1.00 157.00

DEFACEMENT 1.00 1.00 1.00 25.00

SQL INJECTION 1.00 1.00 1.00 79.00

THE MAN IN THE MIDDLE 1.00 1.00 1.00 20.00

Accuracy 1.00 400

Macro avg 1.00 1.00 1.00 400

Weighted avg 1.00 1.00 1.00 400

Table 5.8: Classification report with the personality test data known to the model

Figure 5.10: Confusion Matrix with the personality test data known to the model

When evaluating the model, a distribution of the observations is observed by estimat-

ing the density using Kernel Density Estimation (KDE). This method allows the data to be
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correctly adjusted with the predictions of the Machine Learning (ML) model, providing a

clear and accurate visual representation of how the model performs about the actual data.

Figure 5.11 and Table 5.9 illustrates this fit, showing how the KDE density estimates align

with the model’s predictions. This analysis is crucial for validating the model’s effectiveness

and ensuring that the predictions are consistent with real observations, which enhances the

model’s reliability in practical cybersecurity applications.

Precision Recall F1-score Support

BRUTE FORCE ATTACKS 0.90 0.82 0.86 11.00

COMMAND INJECTION 0.80 0.80 0.80 5.00

CROSS-SITE SCRIPTING

(XSS)

1.00 0.92 0.96 13.00

DDOS ATTACK 1.00 1.00 1.00 38.00

DEFACEMENT 0.50 0.50 0.50 2.00

SQL INJECTION 0.96 0.92 0.40 26.00

THE MAN IN THE MIDDLE 0.66 1.00 0.77 5.00

Accuracy 1.00 100

Macro avg 1.00 1.00 1.00 100

Weighted avg 1.00 1.00 1.00 100

Table 5.9: Classification report with the personality test data that the model does not know
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Figure 5.11: Confusion Matrix with the personality test data that the model does not know

Figure 5.12, titled "Density of observations predicted by the model matched to the ac-

tual observations of the hacker patterns," provides a detailed view of how the model’s pre-

dictions align with the observed real data. This figure highlights the model’s accuracy in

identifying and replicating hacker behavior patterns, showing that the densities estimated by

the model closely match the real observations. This level of precision is essential to vali-

date the model’s ability to correctly predict cyber attackers behaviors, thereby providing a

solid foundation for developing more effective and proactive defense strategies in the field of

cybersecurity.
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Figure 5.12: Density of observations predicted by the model matched to the actual observa-

tions of the hacker patterns

5.2. Discussion

This research adopts a distinctive approach by integrating and comparing three critical ar-

eas: honeypots, machine learning for cyber-attack detection, and the analysis of cyber-

attack personality traits. Traditionally, these elements have been studied in isolation, but this

research seeks to bridge these gaps, offering a novel perspective in cybersecurity. By syn-

thesizing these areas, the study aims to provide groundbreaking insights into cyber-attack

patterns and defensive strategies

The existing literature highlights the effectiveness of honeypots in capturing and analyz-

ing attackers tactics, techniques, and procedures. Designed to attract and capture cyber-

criminals, honeypots offer a rich data source for understanding malicious behaviors. Their

strategic use in cybersecurity research has proven invaluable, shedding light on the complex

dynamics of cyber-attacks and enhancing our ability to devise effective countermeasures.

Studies such as. The Use of Honeypot in Machine Learning Based on Malware Detection: A

Review [112] highlight the synthesis of various studies and approaches that have integrated

honeypots and machine learning, underscoring the benefits and challenges of these meth-
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ods. Moreover, this research identifies opportunities to enhance the effectiveness of these

technologies and proposes best practices for their implementation. The findings demon-

strate that integrating honeypots with machine learning is both highly effective and practical

for real-time attack detection. This is due to the algorithms capacity to identify subtle and

unusual patterns in the data, as evidenced in our study. The practical implications of our

results underscore the relevance and applicability of our research in addressing real-world

cybersecurity challenges.

The study Predicting Attack Patterns via Machine Learning by Exploiting Stateful Firewall

as Virtual Network Function in an SDN Network [116] offers several notable contributions to

enhancing the security of software defined networks (SDNs). By integrating stateful fire-

walls as virtual network functions (VNFs) and using machine learning techniques to analyze

network traffic data collected by these firewalls, the research significantly advances attack

detection and prevention. This approach achieves high accuracy in attack prediction, im-

proves threat detection performance, and reduces false positives. Our proposal emphasizes

attack signatures and classifies the cognitive patterns of hackers, providing practical and

effective methods for cyber-attack detection and prevention.

The article Enhancing Network Security through a Multi-layered Honeypot Architecture

with Integrated Network Monitoring [123] presents a multi-layered honeypot architecture in-

tegrated with advanced monitoring tools to enhance network security by effectively collecting

and analyzing attack data. Our research differs significantly by combining this data with per-

sonality trait analysis to provide a deeper and more holistic understanding of cyber attackers.

These studies have shown that machine learning can improve the accuracy and effi-

ciency of attack detection. Our research extends this approach by using machine learn-

ing to detect attack patterns and analyze and predict personality traits based on behavior

observed through honeypots and survey data. For example, we have identified and ana-

lyzed cyberattackers personality traits in personality trait analysis by combining data from

honeypots and surveys. Previous studies such as ¿Is there a cybercriminal personality?

Comparing cyber offenders and offline offenders on HEXACO personality domains and their

underlying facets [143] attempt to determine whether there are significant differences in

personality traits between cybercriminals and non-cybercriminals using the HEXACO per-

sonality model. This model assesses six major domains: Honesty-Humility, Emotionality,
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Extraversion, Agreeableness, Conscientiousness, and Openness to Experience. It was ap-

plied to 200 cybercriminals, 200 non-cybercriminals, and 200 individuals with no criminal

record. The results show that cybercriminals have a distinctive personality profile compared

to non-cybercriminals and individuals with no criminal record. These differences may be crit-

ical for developing more effective prevention strategies and rehabilitation programs tailored

to the unique characteristics of cybercriminals.

The study Psychological Profiling of Hacking Potential [136] aims to identify and analyze

psychological and personality traits that may predict an individual’s likelihood of engaging

in hacking activities. By combining psychological and criminological perspectives, the re-

search seeks to deepen the understanding of the factors motivating hackers and the traits

that differentiate them from the broader population. The study’s sample of 500 individuals

was meticulously selected to encompass a range of interests and levels of involvement in

hacking, ensuring a robust analysis. The findings offer a nuanced view of the personality

traits and motivational factors that could indicate a propensity for hacking. The literature

review supports the existence of these motivational factors and highlights that each hacker

typically develops a unique attack strategy.

5.3. Contributions of this work

In today’s digital era, information security has become a critical concern for individuals, busi-

nesses, and institutions globally. The increasing sophistication of cyber-attacks necessitates

the development of advanced methods for detecting and preventing such threats. Machine

learning models, particularly those leveraging artificial intelligence, have emerged as pow-

erful tools in this domain. These models excel at analyzing vast amounts of data to uncover

subtle patterns indicative of malicious activities. In cybersecurity, they are instrumental in de-

tecting anomalous behavior, identifying potential threats, and preemptively thwarting attacks.

A key contribution of this study is its innovative approach, which integrates honeypots

and surveys to gather data on cyber-attacks and the personality traits of cybercriminals. This

combination provides invaluable insights into the tactics and techniques used by attackers,

enabling the development of more precise and effective machine learning models. By incor-

porating technical data from honeypots with psychological profiles obtained from surveys,

this research facilitates the creation of sophisticated models for detecting and preventing
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cyber-attacks. These models can analyze large amounts of data to identify subtle patterns

indicating malicious activity. In information security, learning models can detect anomalous

behavior, identify potential threats, and prevent attacks before they cause damage.

In addition to honeypots, surveys are used to gather information about the personal-

ity traits of individuals involved in cyberattacks; these surveys can help identify common

psychological profiles among attackers, which in turn can inform the development of more

sophisticated learning models. By combining technical data from honeypots with psycho-

logical information from surveys, researchers can create and accurate models for detecting

and preventing cyber-attacks.

Applying these learning models based on data collected through honeypots and sur-

veys significantly impacts information security. These models can identify patterns of suspi-

cious behavior with greater accuracy, enabling organizations to detect and respond to cyber

threats quickly. By better understanding the personality traits of attackers, organizations can

strengthen their defenses and develop more effective strategies to protect their data and sys-

tems. In addition, the ability to anticipate and prevent cyber-attacks can have a significant

economic and reputational impact on organizations. By implementing advanced learning

models, companies can reduce the risk of costly security breaches and mitigate the nega-

tive impact on their reputation.

It is important to keep in mind that cyber security combines technical aspects with an un-

derstanding of human psychology to protect systems and data from cyber threats; therefore,

it is critical to implement sound technical measures, but it is also crucial to consider human

aspects such as hacker motivations, personality traits, and security culture to develop effec-

tive cyber protection strategies; by integrating these elements, organizations can strengthen

their security posture and mitigate the risks associated with the ever-evolving cyberspace.

In addition, software vendors should regularly issue security patches to address new

threats and vulnerabilities. It should be noted that the use of secure protocols such as

HTTPS (HTTP over SSL/TLS) for web communications helps protect the privacy and in-

tegrity of transmitted data; other protocols such as SSH (Secure Shell) and VPN (Virtual

Private Network) also ensure secure communications and remote access. These technical

aspects of IT security are essential to protect information and digital infrastructure in an in-

creasingly networked and cyber-attack-prone environment.

90



IT Security is not just about implementing technical technologies and measures; it is

important to recognize that IT security is not just about technology; it also involves psycho-

logical and human aspects, which is why understanding the nuances of human psychology is

essential to designing effective security strategies; understanding how people perceive and

respond to security policies is critical to promoting compliance, noting that factors such as

convenience, risk perception, and trust in the system influence the degree to which individ-

uals comply with security policies; finding a balance between security and usability to avoid

fatigue and encourage secure behavior; noting that education and training in computer se-

curity are critical to raising awareness of risks and promoting secure behavior, which should

include training in recognizing phishing attacks, good password practices, and how to pro-

tect confidential information.

Organizational culture is important in IT security, as it influences employee attitudes and

behaviors toward security. Fostering a security culture prioritizing information protection will

help reduce risk and improve an organization’s security posture.

This research, through the analysis of personality ranges, identifies that people may ex-

perience a variety of emotions, such as anxiety, fear, or frustration, when they are victims of

security incidents, so understanding these emotional reactions is important to provide ad-

equate support and mitigate the psychological impacts of security incidents, so that these

nuances of human psychology highlight the importance of considering the human factor in

computer security. While technical measures are essential, addressing people’s attitudes,

perceptions, and behaviors is crucial to ensure effective security.

For example, hackers are often highly adaptable and deeply understand computer sys-

tems and underlying technologies. This technical understanding allows them to identify new

techniques and tools to circumvent security measures, highlighting the importance of keep-

ing up to date with the latest trends in computer security. However, these individuals are

often persistent in their efforts to compromise systems, showing remarkable resilience to

security obstacles and countermeasures; this persistence underscores the need to imple-

ment robust defenses and incident response measures to protect data against persistent

attacks, so it should always be kept in mind that hacker personality traits have a significant

impact on data security, whether through identifying vulnerabilities, exploiting systems or

contributing to the improvement of IT security. Understanding these traits is crucial to devel-
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oping effective data protection and risk mitigation strategies in an increasingly complex and

dynamic digital environment.

"Learning Models to Detecting Personality Traits of Cyber Attackers: A Combined Ap-

proach Using Honeypot and Surveys" represents a significant contribution to information

security; by harnessing the power of learning models and combining technical data with

psychological information, this approach provides a more complete and accurate view of

cyber threats, and by improving the ability to detect and prevent attacks, these models help

protect data integrity, confidentiality, and availability in an increasingly interconnected and

vulnerable digital world.

Finally, this research proves that there are common patterns among attackers or pat-

terns a hacker follows before an attack. This generates value for this work and motivates

researchers to continue studies in this field since if we know a hacker, we can predict his

attack and minimize the risk. For this, we also provide a data set of patterns different from

the common databases, such as the most desirable time of day for hackers depending on

their location, tool used, or preferred attack. This data will allow us to make better inferences

to provide more effective solutions to IT infrastructures.
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6. CONCLUSIONS AND FUTURE WORK
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6.1. Conclusions

With the digital evolution of companies and public institutions nationwide, users have be-

come perfect targets for cybercriminals, who use the web to be anonymous and carry out

attacks. Institutions have increased and improved their security systems to minimize the

probability of being victims. That is why ESPOCH is not out of the security detection sys-

tems, since it allowed the installation of the server infrastructure to detect attacks and thus

have the knowledge and seek solutions to threats.

Web server security measures are currently provided by firewall rules or WAF devices

for packet analysis. Analyzing data other than those mentioned above will improve and in-

novate web security. Knowing the cyber-criminal and his behavior before being the victim of

an attack allows proactive measures to be taken in the face of an imminent attack.

The majority of solutions are not effective against the different attacks already known;

however, solutions present that employ the classification of behavioral patterns, leaving

aside traditional techniques and technologies. These solutions have not yet been applied to

real contexts to measure and test their effectiveness. DDoS attacks stopping is already im-

plementing automatic learning; most attacks are related to the application layer. Therefore,

emphasis should be placed on generating policies and secure programming techniques to

incur errors and leave open gaps that can be exploited by cybercriminals.
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A honeypot can have many advantages; however, if it is not configured in a real environ-

ment and without considering whether its usefulness is adequate for the purpose for which it

is to be used. It becomes obsolete, becoming a potential threat to the network infrastructure.

Likewise, using an all-in-one honeypot such as T-Pot can be beneficial, considering that it

should be implemented in an environment as real as possible and with constant monitor-

ing. Although T-Pot Honeypot is free, open-source software, it consumes many resources.

Therefore, it is advisable to allocate high storage capacity, information processing capacity,

and bandwidth for data transmission, which gives the solution a medium implementation

cost. On the other hand, it requires a high level of knowledge for its implementation and

administration.

For this reason, it is observed that the most frequent attacks on the infrastructure of the

Escuela Superior Politécnica de Chimborazo are DoS, represented at 39%, followed by the

attack of SQL injection at 21%, Cross-site scripting (XSS) at 12%. Likewise, with 10% Brute

Force Attacks, concluding that these are four categories of attacks with the highest number

of perpetration records to the system or were used in greater proportion by cybercriminals

to cause damage. Similarly, the country with the highest number of attacks during the period

of implementation of the server in the infrastructure of the ESPOCH was the USA with the

highest peak level of attacks, followed by Indonesia, then Brazil, Ghana, and Turkey, while

there are countries with records of attacks in smaller numbers, but not less important than

the others.

Regarding the classification of cognitive patterns acquired through Honeypots and ML

algorithms for their processing, it is a new field that provides valuable information to under-

stand better how cyber attackers or hackers operate and develop more effective counter-

measures. The findings of this research can be shared with the cybersecurity community to

develop advanced models that can identify patterns in real-time and mitigate them immedi-

ately or, in turn, implement more effective security measures.

It is necessary to develop instruments (psychological tests) aimed at hackers to have

better results in future research and, likewise, to delimit a study population or sample, thus

avoiding the bias that may be generated by applying the measurement instrument in hacker

forums or sites. Currently, there is no single personality profile that describes all hackers,

common traits have been investigated, such as different motivations, which can be criminal,
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political, personal or criminal situations, this tells us that we should not stereotype all hack-

ers.

Also, it generates a process for the automatic cleaning and construction of data from the

patterns left by hackers in servers or honeypots; in this way, the database will be increased,

which will obtain more accurate results by applying ML algorithms for processing, classifica-

tion, and predictions.

ML algorithms, such as Neural Networks using a sequential model and Random Forest

using 150 predictors, fit adequately to the training and test data as presented in Figure. 18.

In the first analysis, the input parameters Country, Tool, IP, and Time have been used to

model the 7 types of attacks described. When evaluating the Neural Network with the train-

ing data, an average F1-score of 99% is obtained, where the lowest value obtained F1-score

is 92% for the class ’THE MAN IN THE MIDDLE.’ While with test data that are unknown to

the Network, a 98% average F1-score is obtained, with the lowest value of 80% for the class

’DEFACEMENT.’ Compared to Random Forest, the mean F1-score is 100% with training

data, while with test data, it is 98%. The lowest value obtained is 80% for the ’DEFACE-

MENT’ class. The densities for these predictions are presented in Figure. 11. Comparing

the performance of the 2 algorithms for the training data, Random Forest outperforms the

Neural Network by 2%, while for the test data, the performance is similar.

For the second analysis, the input parameters Personality, Trait, Motivation, Country,

Tool, and Time were used to model the 7 types of attacks described based on the personality

characteristics associated with the hacker. Since, in the previous case, Random Forest

performed better, this algorithm was used with 250 predictors for the model. The average

F1-score obtained is 100% for the training data, while 93% is obtained for the test data.

The lowest value obtained is 50% for the ’DEFACEMENT’ class. As can be noticed in the 2

analyses, the ’DEFACEMENT’ class presents a high complexity at the time of classification.

A larger amount of data associated with this type of attack could be obtained to improve this

result.
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6.2. Future work

In the present investigation, patterns of external attacks were obtained worldwide. In future

studies, the proposed scheme could be implemented to obtain information on the behavior

of internal cybercriminals, that is, to know the cyber criminals of the same country, so that

the security solution of a web server would be considered both externally and internally.

Also, as future research, it is recommended to process the data through Machine Learning

algorithms (Artificial Intelligence, AI) to determine patterns of behavior of cyber- criminals,

determine an algorithm for training the data, and, based on the results, propose complemen-

tary security measures to those currently used for proactive, robust, efficient, and effective

security.

Finally, the behavioral patterns of a cybercriminal can be very useful in web security to

identify possible threats and prevent attacks. For this purpose, behavioral profiling is recom-

mended to detect anomalous user behavior, identify vulnerabilities based on these patterns,

and develop countermeasures to prevent or mitigate any possible intrusion into the web

server.

As future research, the database elaborated from the data collected with the T-Pot Hon-

eypot should be available for the application of Machine Learning techniques to identify

negative behavior patterns, develop models for early detection of threats, improve the re-

sponse to potentially dangerous attacks, develop tools for the total security of a web server,

among others.

It is recommended in future work to develop a model that converges all the tools applied

in this research at a given time to have real-time results; in turn, it optimizes time, techno-

logical, and economic resources to have a complete and economical solution, unlike current

defense systems that while it is true that already apply principles of artificial intelligence;

however, they continue to work with known attack signatures leaving aside the entity re-

sponsible for the attacks as is the hacker or cybercriminal and with high costs of acquisition,

maintenance and updating, unaffordable values for small and medium enterprises.
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