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RESUMEN

En la actualidad, estamos presenciando un aumento repentino en los casos de fraude en

todo el mundo, lo que hace necesario adoptar estrategias proactivas para detectar indicios

o sospechas antes de que se materialice el delito. Afortunadamente, el desarrollo continuo

de tecnologías informáticas brinda oportunidades favorables para combatir y mitigar este

problema. La minería de textos y el modelado de tópicos son herramientas eficaces que,

junto con las teorías enfocadas en el análisis de este fenómeno, pueden ayudar a identificar

temas relacionados con el fraude y descubrir actividades fraudulentas para tomar decisio-

nes precisas. Dado que la información tangible sobre el fraude es limitada, se generaron

varios conjuntos de datos sintéticos con frases basadas en la teoría del triángulo de fraude,

que se utilizó para desarrollar el modelo propuesto. Para reconocer patrones en los docu-

mentos, se aplicaron técnicas de modelado de tópicos no supervisadas, seguidas de un

enfoque semisupervisado que superó a los modelos no supervisados y proporcionó una

interpretabilidad superior. Esto permitió establecer una relación entre los temas resultantes

y los vértices del triángulo de fraude, y obtener altas probabilidades de que un documento

pertenezca a un tema específico. Estas probabilidades se utilizaron para entrenar algorit-

mos de clasificación y predecir comportamientos sospechosos de fraude, con resultados

prometedores. La evaluación de la aplicabilidad del modelo a todos los conjuntos de datos

generados permitió determinar que el modelo era generalizable y, por lo tanto, útil para la

detección de fraudes.

PALABRAS CLAVE: Fraud, Cybersecurity, Machine Learning, Topic Modeling, Human Beha-

vior.
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ABSTRACT

Currently, we are witnessing a sudden increase in fraud cases around the world, which ma-

kes it necessary to adopt proactive strategies to detect indications or suspicions before the

crime materializes. Fortunately, the continuous development of computer technologies pro-

vides favorable opportunities to combat and mitigate this problem. Text mining and topic mo-

deling are practical tools that, together with theories focused on analyzing this phenomenon,

can help identify fraud-related issues and discover fraudulent activities to make accurate de-

cisions. Since tangible information on fraud is limited, several synthetic datasets with phrases

based on the fraud triangle theory were generated, which was used to develop the proposed

model. To recognize patterns in documents, unsupervised topic modeling techniques were

applied, followed by a semi-supervised approach that outperformed unsupervised models

and provided superior interpretability; This allowed for establishing a relationship between

the resulting topics and the vertices of the fraud triangle and obtaining high probabilities that

a document belongs to a specific topic. These probabilities were used to train classification

algorithms and predict behavior suspected of fraud, with promising results. Evaluating the

model’s applicability to all the generated datasets allowed us to determine that the model

was generalizable and, therefore, useful for fraud detection.

KEY WORDS: Fraud, Cybersecurity, Machine Learning, Topic Modeling, Human Behavior.
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PROLOGUE

Fraud has become a pervasive problem worldwide, affecting individuals, businesses, and

governments. The ever-evolving techniques fraudsters use, and the increasing complexity

of fraudulent activity pose significant challenges for those who detect and prevent it. While

regulators and law enforcement agencies have put measures in place to address fraud, it

remains a persistent threat to our security and financial stability.

In response to this challenge, scientists and researchers have turned to technologies such

as machine learning and artificial intelligence to develop methods to detect them. In this

thesis, we propose a promising approach that involves the application of topic modeling and

theories such as the fraud triangle to detect behavior patterns related to this phenomenon.

By analyzing datasets, keywords and topics associated with fraud can be found; these can

then be used to build a model that can proactively find fraudulent activity. However, a signi-

ficant barrier is the lack of datasets that can be used to verify and test such models.

To overcome this challenge, several synthetic datasets replicating real-world scenarios were

generated and used to test the effectiveness of the proposed model. By doing so, we can

gain valuable insight into the model’s performance and refine it accordingly.

The proposed method is evaluated with these generated datasets, and its performance is

validated. The analysis of several unsupervised and semi-supervised topic modeling ap-

proaches is carried out, compared, and the best one for this research is defined. Additio-

nally, experiments are carried out with various classification methods, using the probabilities

obtained by topic modeling in the different datasets. They are compared with deep learning

algorithms to define the most appropriate technique to detect suspicious fraud behaviors.

This research and its results provide significant contributions to the fight against fraud. The

approach can be further improved by incorporating additional data sources and developing

more sophisticated algorithms. By taking advantage of the latest advances in science and

technology, we can develop effective strategies to prevent and detect fraud, protecting our

financial security and promoting stability and the common good. Ultimately, the goal is to

create a comprehensive framework to detect and prevent fraudulent activity in real-time,

contributing to a safer and more trustworthy society.
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1 INTRODUCTION

Fraud in the business environment usually occurs due to deficiencies or omissions in the

internal control systems. Companies usually take only some of the necessary measures

to prevent this phenomenon. Unfortunately, they often find out very late after suffering em-

bezzlement. People do not commit fraud if they are not given the opportunity to do so. One

condition that favors this is the weakness or non-existence of internal control systems. The

hierarchical level must also be considered a possible fraudster in a company since if it has

sufficient access; it will have more possibilities to prosper. It is also essential to consider the

possibility of collusion, one of the criminal forms that most violate an internal control system,

which consists of carrying out irregularities through the agreement of two or more people,

some of whom may be alien to the organization.

Fraud is a worldwide phenomenon that affects public and private organizations, including

various illegal practices that involve intentional deception or misrepresentation. According

to the Association of Certified Fraud Examiners (ACFE), fraud includes any intentional or

deliberate act of depriving another of property or money by cunning, deception, or other

unfair acts [1]. Moreover, fraud has increased considerably recently, affecting the interests

of both financial institutions and their customers. A study conducted by Price Waterhouse

Coopers found that 30 % of the companies they surveyed had already been victims of fraud.

Moreover, 80 % of their fraud was committed within the companies’ranks, especially in ad-

ministrative areas, such as accounting, operations, sales, and management level, without

leaving aside the customer service dependencies [2]. Fraud-related activities, generally unk-

nown within a company, determine a series of irregularities and illicit acts characterized by

intentional deception committed by fraudsters. Most anomalies detected are due to the lack

of internal control mechanisms. In such situations, scammers commit fraud by exploiting the

weaknesses [3].

Since humans commit fraud, it is tightly coupled with human behavior. Thus, understanding
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the motivations of perpetrators or their psychological and personality traits that drive them

to cross ethical boundaries can provide a new perspective for fraud detection tools [4].

This chapter is organized as follows. First of all, Section 1.1 describes the problem state-

ment. Then, in Section 1.2, the motivation that led to this research is presented. Section 1.3

establishes the objectives of the research. Section 1.4 describes the methodologies used.

Finally, Section 1.5 shows the contributions of this thesis which are detailed, including how

the problem is addressed in each of the articles that are part of the research and the publi-

cation status of each one.

1.1 PROBLEM STATEMENT

Fraud is considered a subset of internal threats, such as corruption, misappropriation of

assets, and fraudulent declarations, among others [5]. In a more formal definition, fraud

is “the use of one’s occupation for personal enrichment through the misuse or deliberate

misapplication of the resources or assets of the employing organization”, according to the

Association of Certified Fraud Examiners (ACFE) [6]. The ability to commit this activity is

based on the need for more control mechanisms that institutions and companies have. In

such circumstances, fraudsters commit fraud by taking advantage of these weaknesses.

There is a consensus that prevention should be a priority to minimize fraud through proper

risk management. Avoiding fraud saves time and financial resources since detecting it after

it occurs means the stolen assets are practically irrecoverable. To enhance fraud preven-

tion, organizations should focus on the root of the problem by identifying the causes that

lead people to commit fraud and to understand their behavior [7]. Many theories have at-

tempted to answer this question. The most frequently cited in this context are Cressey’s

Fraud Triangle Theory (FTT) and Wolf and Hermanson’s Diamond Fraud Theory (FDT) [8].

Both approaches analyze how perpetrators go so far as to commit fraud, which is discussed

below.

Currently, there are different solutions [9] for detecting fraud, which is focused on using diffe-

rent tools that perform statistical and parametric analyses based on data mining techniques

and analyses of behavior. However, none of them solve the problem of timely fraud detec-

tion [10].

When supported by data mining techniques, fraud analysis helps reduce the manual parts
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of the detection/verification process. It makes the search for fraud more efficient. It is impos-

sible to guarantee people’s proper moral and ethical behavior, especially in the workplace.

Due to this reality, a valid option for identifying possible evidence of fraud from available da-

ta is to use automatic learning algorithms. Many works cover fraud detection and use data

mining techniques as the primary focus [11],[12],[13],[14]. Two issues of data-mining-based

fraud-detection research are: the deficiency of the actual public data available in this domain

for conducting experiments [15]—appropriate access to data for researching this area is ex-

tremely difficult due to privacy—and the lack of well-documented and published methods

and techniques.

1.2 RESEARCH MOTIVATION

The number of individuals trying to cheat, steal, or defraud has increased considerably. From

the point of view of the phenomenon of fraud, it is classified as internal and external. The ex-

ternal ones are exacerbated due to security breaches and the ease of access to information

on methods and techniques that allow the confidentiality of data to be violated, accompanied

by the rapid growth of the Internet, constantly new services, and the migration of personal

data and reliable information. The cloud has allowed fraudsters to increase their skills and

extend their reach to commit fraudulent acts. On the other hand, internal fraud encompas-

ses a series of irregularities and illegal actions characterized by the intentional deception of

fraudsters that leads to the misappropriation of money and other essential resources within

an organization. Most known anomalies are due to weak internal control mechanisms. In

such situations, fraudsters commit acts of fraud by exploiting these weaknesses. Fraud de-

tection and prevention have become a challenge for companies trying to minimize incur-

sions by fraudsters. Techniques constantly change, and companies must react and be one

step ahead. Today, all large companies with sensitive information must have a fraud detec-

tion system. Standard fraud prevention techniques, such as password protection, are not

enough. Different methods used for fraud detection have been proposed over the years and

are usually within data mining and statistics. Still, artificial intelligence and machine learning

are also valuable for the area.

Predicting fraud entails a series of challenges, which can be classified as operational and

technological; the operational challenge relates to processes such as regulatory controls

and how these evolve. Although it is essential to consider these challenges, they are outside
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the scope of this research. On the other hand, the technological challenge considers the

problems associated with the techniques and tools used to address this problem. The cha-

llenges related to this technical approach consider the information and its size since a large

amount of data is generated daily. The models built must be adequate and fast to detect

fraudulent transactions. It also considers unbalanced data, that is, the number of fraudulent

transactions in a dataset is deficient, making it difficult to identify fraud. Data availability is

critical in analyzing this problem since bank and user data are confidential and, therefore,

difficult to obtain. Finally, data misclassification makes detecting and reporting fraudulent

transactions difficult, and this causes misclassification of the models.

Based on the above motivations, this research evaluates the feasibility of proposing a method

for effectively predicting fraud. Therefore, the research questions of this thesis can be stated

as follows:

RQ1. What are the advances in fraud detection using topic modeling and machine learning

techniques, and how have these techniques been applied to various fraud theories in

recent literature?

RQ2. How can a model be developed through the topic modeling approach using fraud theo-

ries and machine learning that allows for effective fraud analysis?

RQ3. How can information related to fraud be obtained as test cases and training for pattern

analysis and subsequent evaluation of learning algorithms?

1.3 OBJECTIVES

The main objective of this thesis is to investigate and propose a model that allows pattern

recognition for the early detection of fraud. To achieve this goal, some specific objectives

are:

❖ Review literature on fraud detection, analyzing works considering human behavior as

a risk factor inherent to this problem.

❖ Analyze the different fraud theories and select the most appropriate to the field of study.

❖ Identify hidden patterns in a dataset that may be related to the selected fraud theory.
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❖ Generate a synthetic dataset that fits the fraud theory.

❖ Validate the efficiency of synthetic versus real datasets.

❖ Define a model that predicts if a dataset’s sentence belongs to one of the vertices of

the fraud theory.

1.4 RESEARCH METHODOLOGY

The research presented in this thesis describes a three-phase approach aimed at improving

fraud detection. In the first phase, “Identified Problem,” an extensive literature review is con-

ducted from two essential perspectives: the role of human behavior as a risk factor and the

integration of Machine Learning Techniques with behavior-based fraud theories. The second

phase, “Data Obtaining,” explores synthetic data generation using deep learning techniques

to overcome the challenge of obtaining sensitive fraudulent data. In the third and final pha-

se, “Experimentation,” a mechanism is proposed to detect fraud-related suspicious behavior.

This mechanism combines topic modeling with a supervised classifier to identify potential

fraud-related content. The study evaluates several text mining techniques on a fraud-related

data set, selecting the most compatible one for fraud detection through topic modeling. The

research then uses supervised machine learning models on synthetic data to determine

whether a text can be identified as related to fraud.

A combination of two widely recognized methodological approaches has been adopted: Data

Science Design and Data Mining Project Management (DSR and CRISP-DM), respectively.

The DSR methodology focuses on designing and developing innovative solutions to practical

problems in a specific context. In this case, using DSR allowed the development of a solution

to the fraud detection problem. The DSR methodology is iterative and cyclical, so the solution

is developed and evaluated throughout the research process. In this case, the feedback loop

between design and evaluation allows the solution to be adjusted in response to the needs

and demands that arise from experimentation [16].

On the other hand, the CRISP-DM methodology plays a crucial role in addressing data mi-

ning problems by providing a systematic approach to exploring and discovering patterns in

data. By following the step-by-step process outlined in CRISP-DM, this research was able

to identify meaningful patterns and gain deeper insights into the fraud detection problem.

Moreover, the structured and formal framework offered by CRISP-DM ensures a clear un-
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derstanding of objectives and guides the necessary steps to achieve them [17].

In the context of this study, the experimentation phase, which corresponds to phase 3 of DSR

(Design and Development), involved implementing the CRISP-DM methodology and its six

phases: 1. Business understanding, 2. Data selection and collection, 3. Data preparation, 4.

Modeling, 5. Evaluation, and 6. Results. Adhering to this methodology produced an artifact

as the output, providing a solid foundation for the subsequent evaluation stages [18].

In this sense, adapting the methodologies mentioned above, the research done in this thesis

proposes 3 phases, as shown in Figure 1.1. The first phase (Problem identified), corres-

ponding to “Business Understanding” of CRISP-DM, aims to collect the literature on fraud

detection from two perspectives. On the one hand, studies that consider human behavior

as a risk factor inherent to this problem are analyzed, mainly through theories related to

fraud. Beyond exploring these theories, different works that use machine learning techni-

ques for fraud detection are analyzed. In addition, papers that integrate ML techniques with

behavior-based fraud theories, such as FTT and FDT, will be sought.

Figure 1.1: Methodology.

In the second phase (Data obtain), corresponding to “Data selection and collection” of

CRISP-DM, the generation of synthetic data is considered a valid option for obtaining frau-

dulent data due to the difficulty of obtaining this information due to its sensitive nature. The-

refore, deep learning techniques are discussed to show the application of commonly used

algorithms to generate specific synthetic datasets practically and efficiently.

In the third phase (Experimentation), corresponding to “Data preparation and Modeling” of

CRISP-DM, it is proposed to implement a mechanism to detect possible suspicious beha-
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viors related to fraud by analyzing human behavior through FTT and leveraging machine

learning (ML) and deep learning (DL) techniques, respectively. This detector will combine

predefined topic modeling and a supervised classifier to alert potential fraud-related texts.

To build our new detector, we will need to measure the performance of several commonly

used text mining techniques that will be tested on the fraud-related dataset. Once the appro-

priate topical analysis technique is selected, we will use the probabilities of the documents

on the assigned topic to determine if a text can be identified as fraud-related using super-

vised machine learning models using the synthetically generated dataset. The objective will

be to show which technique is more compatible, working with topic modeling to detect beha-

viors suspected of fraud; This will allow us to identify the impact of using a particular dataset

to analyze the effectiveness of the proposed model in detecting fraud. With these results

and obtaining a performance baseline based on the different datasets, it is possible to exa-

mine the effectiveness of our proposed strategy on a classification problem involving fraud

detection. The efficiency of other models of suggested topics (supervised) will be evaluated

against the classic ones (unsupervised).

In this phase, the developed model’s performance and effectiveness in fraud detection will

also be assessed (Evaluation of CRISP-DM). This evaluation will involve analyzing its relia-

bility and predictive power through performance metrics. The results obtained will provide

valuable information about the performance of the model and its applicability in real-world

scenarios.

1.5 CONTRIBUTIONS

In this section, we summarize the contributions of this thesis, specifying how the problem is

addressed in each article and the publication status.

1.5.1 Chapter 2: Identify evidence from studies related to fraud.

This work aims to review current literature related to fraud detection that uses fraud theories,

machine learning, and deep learning techniques. This systematic literature review must fo-

llow the methodological process illustrated in Figure 1.2, providing evidence that fraud is an

area of active investigation. Several works related to fraud detection using machine learning

techniques were identified without the evidence that they incorporated the fraud triangle as
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a method for more efficient analysis. Beyond exploring these theories, on the other hand,

our review analyzes different works where machine learning techniques have been used for

fraud detection. Moreover, we look for works that integrate ML techniques with behavior-

based fraud theories, such as the FTT and FDT.

Figure 1.2: Methodology applied in the systematic literature review (SLR).

A total of 32 publications met all of the inclusion criteria. The selection of studies from the

initial search identification phase and the final number of included studies are presented in

Figure 1.3. As initially proposed and to ensure that the resulting reviews contained relevant

information, we read the full text of the 32 studies to verify if they fit our adopted selection

criteria. As a result, all of these publications represented our final set of primary studies.

Thus, this research aimed to identify publications related to fraud detection using ML tech-

niques based on Fraud Theories. The proposed reference frameworks focus on developing

tools that allow auditors to perform fraud analyses more efficiently by shortening their detec-

tion time through support from data mining techniques. In addition, the results of the quality

evaluation carried out for the primary studies showed that the evaluation of their propo-

sals was satisfactory in terms of the criteria of “relevance,” “limitations,” and “methodology.”

When we assumed an approach to fraud detection through data mining techniques and

using fraud theories associated with human behavior, this SLR reveals very little evidence

from studies supporting this approach since only one preliminary study was found, corres-
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Figure 1.3: Steps followed to narrow the search results.

ponding to 3.13 % of the studies. When we allowed partial coverage, that is, fraud detection

by applying only data mining techniques, 24 primary studies (corresponding to 75 %) could

be classified. On the other hand, when we analyzed the approach to the analysis and de-

tection of fraud in which only theories related to fraud associated with human behavior were

considered, seven primary studies (corresponding to 21.88 %) supported this approach.

In this sense, only one study with evidence of the use of data mining techniques, the ap-

plication of fraud theories, and a corresponding analysis of human behavior to detect fraud

were identified, which means there is a gap, and this is an appropriate field to investigate.

This contribution was published in the Journal: Computers; this article belongs to the Spe-

cial Issue Artificial Intelligence for Digital Humanities-MDPI, 2021. SJR Q2.

As a result of this SLR, the different contributions made about fraud in the scientific field were

observed, identifying the required research gap. Therefore, in the subsequent investigation,

it is proposed to build a model that allows the early detection of fraud and, above all, to

obtain or generate a dataset associated with a theory of fraud that allows us to carry out the

necessary experimentations.

12



1.5.2 Chapter 3: Model proposal to detect fraud from the context

of human behavior.

This work proposes a mechanism to detect potential fraud by analyzing human behavior

within a dataset. This approach combines a predefined topic model and a supervised classi-

fier to generate an alert from the possible fraud-related text. Potential fraud would be detec-

ted based on a model built from such a classifier. As a result of this work, a synthetic dataset

related to fraud is generated. In addition, our work suggests that this approach is feasible in

practice since an average AUC performance more significant than 0.8 is obtained. Namely,

the fraud triangle theory combined with topic modeling and linear classifiers could provide a

promising framework for predictive fraud analysis.

The main contribution of this work is to propose a novel detector of suspicious behaviors

related to the occurrence of fraud by analyzing human behavior using FTT leveraged on

machine learning (ML) and deep learning (DL). Our detector combines a predefined topic

model and a supervised classifier to alert a potential fraud-related text. More precisely, the

suspicious phrases contain words that belong to a vertex of the fraud triangle (pressure,

opportunity, and rationalization). On the other hand, non-fraudulent phrases have a general

context that includes words unrelated to this problem. To build our novel detector, we have

to do the following:

❖ Evaluate the performance of text mining techniques, such as Latent Dirichlet Allocation

(LDA), non-negative matrix factorization (NMF), and latent semantic analysis (LSA) in

the fraud-related dataset. The goal is to select the technique that provides an integral

representation of the analyzed documents through clusters, i.e., topic, as separated;

❖ Once we select the appropriate topic analysis technique, we use the documents’ pro-

babilities on the assigned topic to determine if a text can be identified as fraud-related

using supervised machine learning models. For this purpose, we conduct experiments

on seven classification methods, including logistic regression (LR), random forest (RF),

gradient boosting (GB), gaussian naive bayes (GNB), decision tree (DT), k-nearest

neighbor (kN), and support vector machines (SVM), using the synthetically generated

dataset.

❖ Furthermore, we perform the same experiment using deep learning techniques, such
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as convolutional neural network (CNN), dense neural network (DNN), and long short-

term memory (LSTM). To determine the performance’s differences using receiver ope-

rating characteristic (ROC) curves based on the area under the curve (AUC) with the

traditional ML classification methods. The goal is to show which technique is more

compatible with topic modeling to detect suspicious fraud behavior.

The results can be seen in Figure 1.4. We compare the performance of linear classifiers

and neural networks when applied to this scenario. The most efficient classification methods

were RF and GB, averaging an AUC of 81 %.

Figure 1.4: ROC curves of different classifiers for the datasets related to the dominant topics. SVC
is the function in Scikit-learn, to implement SVM. (a) Topic 1. (b) Topic 2. (c) Topic 3. (d) Topic 4.

A graphical analysis of the inter-topic distance revealed that allocating documents to four

topics resulted in a more coherent dataset interpretation. After assessing linear machine

learning and deep learning algorithms, we found that some of the former were the best

performers and obtained exciting results from AUC.

As noted, this work’s novelty lies in combining a machine-learning mechanism with a socio-

logical model to detect fraud-related behavior. As far as we know, such a model, the fraud

triangle theory, is not used as a reference frame in any other work. Thus, our approach
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might pave the way for addressing this problem from different perspectives, especially for

incorporating other multidisciplinary approaches.

This contribution was published in the Journal: Applied Sciences, 2022. JCR Q2.

1.5.3 Chapter 4: Analysis of techniques and methodologies for

the generation of synthetic datasets.

For an adequate analysis of fraud, it is necessary to have data that evidences this behavior.

Even so, given that these data are scarce and difficult to find, generating synthetic data for

their study is a viable option. We designed two algorithms to generate text to create a synthe-

tic dataset for fraud analysis. The results obtained from this evaluation indicate that the data

generation architecture proposed using the LSTM algorithm provides better performance in

sentence readability (efficiency greater than 70 %) than RNN (less than 40 %). With LSTM, it

was possible to synthesize a comprehensive dataset related to the fraud triangle’s vertices.

The datasets obtained will be subjected to performance tests. Specifically, they will be com-

pared using the Readability tool, which evaluates the text’s coherence and provides score

values between 0 and 100. The opposite occurs with satisfactory results of the LSTM algo-

rithm (gray color). It surpasses the original data (blue color) with 77.71 % for Pressure. In

comparison, Opportunity and Rationalization are above 70 %, as seen in Figure 1.5.

Figure 1.5: Comparison of averages obtained by the algorithms (RNN-LSTM) and the original data
at the vertices of the fraud triangle.

This paper has presented a methodology for generating uniformly distributed synthetic data

based on the fraud triangle theory. We compared the consistency of original and synthetically
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generated data distributions based on their readability and grammar. Our results show that

the original data’s consistency score is higher than 70 %, which serves as the baseline. The

synthetic dataset generated with the RNN algorithm is deficient and has a consistency below

40 %. On the contrary, the LSTM algorithm maintains a consistency level higher than 70 %

and is similar to the original data’s score.

This contribution was published in the Journal: International Journal on Advanced Science,

Engineering and Information Technology, 2021. SJR Q3.

Three datasets have been generated, two synthetically and one real, using different metho-

dologies. To identify if the use of these datasets has any impact on the model’s performance,

the performance of each of these should be analyzed, and the results compared.

1.5.4 Chapter 5: Study the applicability of various datasets gene-

rated synthetically in the proposed model.

For many organizations, sharing information is often a risk in terms of security and privacy,

especially if the data is sensitive. In response to this problem, synthetic data emerges as

a valid alternative, generated by different methods and techniques from an original or real

dataset, allowing the sharing of information very close to reality. In this work, an experiment

is carried out that validates the efficiency of synthetic versus real datasets by applying a

model that predicts possible fraud cases in a dataset based on machine learning algorithms

LDA and Random Forest or Gradient Boosting. We compared the prediction performance of

our model over the real and synthetic datasets using metric ROC-AUC curves.

This work analyzes the validity of synthetic data generated through neural networks and

tools [19, 20, 21] available on the internet, which synthesizes data based directly on real data

of interest. The real data was obtained through simulation with students from the Escuela

Politécnica Nacional (EPN). Validation of synthetic data for research requires comparing

results derived from synthetic data with those based on original data.

Applying the model to several study datasets and examining the performance of the clas-

sifiers using ROC-AUC curves shows that in topics 0, 2, and 3, the RF and GB algorithms

perform similarly with minimal differences. There are slightly more noticeable differences

in theme one, but they do not significantly affect overall performance. For the real dataset

“Students,” RF and GB achieved an average AUC of 0.81. However, RF and GB had similar
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behavior for the “WebScraping” synthetic dataset but achieved average AUC values of 0.81

and 0.83, respectively. On the synthetic dataset “Neural-Networks,” generated using deep

learning, RF and GB reached average AUC values of 0.79 and 0.82.

The results suggest a similar behavior in the datasets analyzed based on the performance

averages of the classifiers used, as seen in Figure 1.6.

Figure 1.6: The best metrics obtained by the algorithms (Random Forest and Gradient Boosting)
applied to the study datasets (Students, WebScraping, and Neural-Networks). The averages indicate
a similar behavior in the analyzed datasets.

This work shows that the performance obtained by a detector of fraud-suspicious behavior

based on machine learning algorithms used on the real dataset is similar to that obtained

from synthetic datasets. These findings suggest that the results of models built using synthe-

tic datasets may reflect behaviors obtained as if real data had been used. Synthetic datasets

preserve the privacy and confidentiality of the information, allowing the development of pre-

dictive models to discover patterns without revealing confidential data, minimizing the risk

of access to real data. In this case, according to the results obtained from the performance

comparison, synthetic data is recommended to predict phrases suspected of fraud.

This contribution passed the first round of review in the Conference: TICEC, 2022.
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1.5.5 Chapter 6: Topical Modeling Analysis with Semi-Supervised

Approach and model validation.

Natural language processing techniques, such as topic modeling, have been explored to

extract information and categorize large sets of documents. However, unsupervised topic

modeling may not always produce the best results for specific tasks, such as fraud detec-

tion. Therefore, in the present work, we propose to use semi-supervised topic modeling,

which allows the incorporation of specific knowledge of the study domain through the use

of keywords to learn latent topics related to fraud. By leveraging relevant keywords, our pro-

posed approach aims to identify patterns related to the vertices of the fraud triangle theory,

providing more consistent and interpretable results for fraud detection. Overall, the study

emphasizes the importance of deepening the analysis of fraud behaviors and proposing

strategies to identify them proactively.

The main contributions are the following: first, we use CorEx as a topic model and perform

an efficient alteration of its code to identify the probabilities that the corpus documents be-

long to a topic and to be able to visualize the distribution of topics through the pyLDAvis

library. Second, we show how the fraud triangle theory can be integrated into CorEx through

“keywords” related to the vertices of this theory. We show that CorEx produces more relevant

topics than its unsupervised and semi-supervised variants of LDA.

Once the most efficient semi-supervised topic modeling has been identified, the probabilities

that a document belongs to a specific topic are obtained, with which classification methods

such as Gradient Boosting (GB) and Random Forest (RF) were trained to try to predict

related cases with fraud. Finally, the proposed model is validated with the different datasets

used in this research to try to establish the generality of the model.

Several synthetic datasets were used and generated to validate their performance to ensure

the model’s accuracy. The datasets were generated using various techniques to simulate

different scenarios and environments [22]. The model was tested in multiple conditions to

ensure it worked reliably in all situations, confirming that it could accurately predict outco-

mes in various contexts. The results of these tests were then used to validate the model’s

performance and provide evidence of its accuracy.

Implementing a predictive model aimed at detecting hidden patterns related to suspected

fraud is the objective of the present study in which topic modeling techniques, including

18



LSA, NMF, and LDA, are used to identify which is the most effective, being LDA the chosen

model. The number of topics is determined using a metric called coherence value (parameter

k) to find the most appropriate number of topics, considering the nature of the data and the

level of similarity between them. LDA helps identify representative words within topics and

serves as a basis for semi-supervised learning algorithms to converge around these terms.

The objective of topic modeling is to evaluate the probability that a document in a study

corpus belongs to a specific topic associated with the aspects of the fraud triangle, as seen

in the first phase of Figure 1.7. This process identifies possible fraud-related behaviors.

The obtained probabilities are then used to train various classification methods to predict

suspicious fraud-related activities. Evaluating these classifiers is essential to select the one

most compatible with the analysis of the topic, ensuring the effectiveness and precision of

fraud detection, as seen in the second phase of Figure 1.7.

Figure 1.7: Methodology used to determine the existence of fraud.

This investigation applied topic modeling and machine learning techniques to analyze fraud-
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related behaviors using a corpus of study and relying on the fraud triangle theory. The semi-

supervised approach was applied in topic modeling; Corex and GuidedLDA algorithms were

used, with Corex performing better in creating more coherent and interpretable topics alig-

ned with the vertices of the fraud triangle. The probabilities of document-topic associations

were extracted from the models and used as input for Gradient Boosting and Random Fo-

rest classification methods to predict fraud-related behaviors. Several datasets were used to

test the model’s performance. The results revealed good performance averages, indicating

that the model can be generalized. It also showed that the model had a low bias and an

acceptable variance in the four topics, indicating that it performed well on both the training

and test sets.

This contribution was accepted and is in the final stages of review for publication in Journal:

PeerJ Computer Science, 2023. JCR Q2.

1.5.6 Appendix: FraudFind: Financial Fraud Detection by Analy-

zing Human Behavior.

As a complement to the work carried out, a tentative approach is attached, which involves

the development of a traffic capture and analysis tool to establish possible relationships with

the concept of the “fraud triangle.” It is important to note that this is the first approximation.

However, it constitutes a starting point that still has room for considerable improvement by

integrating the model that has been developed in the course of this research.

The present work proposes FraudFind, a conceptual framework to detect fraud supported by

the fraud triangle factors. Compared to the classic audit analysis, it significantly contributes

to the early detection of fraud within an organization. Considering human behavior factors,

detecting unusual transactions that would not have been considered using traditional audit

methods is possible.

The proposed framework is designed for continuous auditing in an organization, focusing

on fraud detection. It incorporates the fraud triangle theory and considers the human factor

as crucial. It aims to analyze large volumes of data from various sources using the ELK

stack, which comprises ElasticSearch, Logstash, and Kibana. ElasticSearch is an open-

source, scalable, real-time search engine primarily used for data organization and acces-

sibility. Logstash is an open-source event management tool for centralizing and analyzing
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structured and unstructured data. Kibana is a flexible web interface that allows customiza-

tion to create complex charts, graphs, and visual representations. Figure 1.8 illustrates the

modules that make up this framework.

Figure 1.8: FraudFind Framework

FraudFind consists of extracting data from different sources of information through agents

installed in workstations, which collect behavioral data and send it in an organized way,

reporting its activity to the central server. All this is aimed at ensuring the security of the

transactions generated by the users trying to identify possible acts of fraud by analyzing

human behavior and treating the results.

When there are different sources of information, we find inconsistency in the logs, given that

the formats are different. This represents a problem since administrators require access to

this information for analysis, and there is difficulty in searching in different formats.

The possible violation of privacy is a factor that should be considered when implementing

this solution within a company. Legal data protection regulations should be considered in a

given region.

Considering human behavior factors, detecting unusual transactions that would not have

been considered using traditional audit methods is possible. These behavior patterns can

be found in the information that users generate when using the different applications on a

workstation. The collected data is examined using data mining techniques to obtain patterns

of suspicious behavior evidencing possible fraudulent behavior.

This contribution was published in the Conference: IEEE 8th Annual Computing and Com-

munication Workshop and Conference (CCWC), 2018.
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2.1 ABSTRACT

Fraud entails deception to obtain illegal gains; thus, it is mainly evidenced within financial

institutions and is a matter of general interest. The problem is particularly complex since

fraud perpetrators could belong to any position, from top managers to payroll employees.

Fraud detection has traditionally been performed by auditors, who mainly employ manual

techniques. It could take too long to process fraud-related evidence. Data mining, machi-

ne learning, and, recently, deep learning strategies are being used to automate this type

of processing. Many related techniques have been developed to analyze, detect, and pre-

vent fraud-related behavior, with the fraud triangle associated with the classic auditing model

being one of the most important of these. This work aims to review current work related to

fraud detection that uses the fraud triangle and machine learning and deep learning techni-

ques. We used the Kitchenham methodology to analyze the research works related to fraud

detection from the last decade. This review provides evidence that fraud is an area of active

investigation. Several works related to fraud detection using machine learning techniques

were identified without the evidence that they incorporated the fraud triangle as a method

for more efficient analysis.
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2.2 INTRODUCTION

Fraud has recently increased considerably, affecting financial institutionsánd customersínte-

rests. A study conducted by Price Waterhouse Coopers found that 30 % of the companies

that they surveyed had already been victims of fraud. Moreover, 80 % of their fraud was

committed within the companies’ ranks, especially in administrative areas, such as accoun-

ting, operations, sales, and management level, without leaving aside the customer service

dependencies [1]. Fraud-related activities, generally unknown within a company, determine

a series of irregularities and illicit acts characterized by intentional deception committed by

fraudsters. Most of the anomalies detected are due to the lack of internal control mecha-

nisms, and in such situations, scammers commit fraud by exploiting the weaknesses [2].

Fraud is considered a subset of internal threats, such as corruption, misappropriation of as-

sets, and fraudulent declarations, among others [3]. In a more formal definition, fraud is “the

use of one’s occupation for personal enrichment through the misuse or deliberate misappli-

cation of the resources or assets of the employing organization,” according to the Association

of Certified Fraud Examiners (ACFE) [4]. The ability to commit this type of activity is based

on the weakness of the control mechanisms that institutions and companies have. In such

circumstances, fraudsters commit fraud by taking advantage of these weaknesses.

Since humans commit it, fraud is tightly coupled with human behavior. Thus, understanding

the motivations of perpetrators or their psychological and personality traits that drive them

to cross ethical boundaries can provide a new perspective for fraud detection [5]. Currently,

there are different solutions [6] for detecting fraud, which are focused on the use of different

tools that perform statistical and parametric analyses based on data mining techniques, as

well as analyses of behavior, but none of them solve the problem of timely fraud detection

[7].

Given the complexity of analyzing human behavior to detect fraud, some approaches in this

line have been proposed to tackle some of the issues involved in this task. For instance,

some works aimed to improve the precision and increase the speed of data processing

through a hybrid automatic learning system [8] or through incremental learning [9]. Another

challenge for fraud detection is the lack of data from which detection systems learn, and
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[10] proposed a fraud-detection system that does not require previous fraudulent examples.

However, even when the data are available, large and small datasets should be addressed

differently [11]. As a human behavior, fraud detection is a multidimensional problem, and so

are some of the fraud-detection mechanisms proposed in the literature [12, 13].

There is a consensus that prevention should be a priority to minimize fraud through proper

risk management. Avoiding fraud saves time and financial resources since detecting it after

it occurs means the stolen assets are practically irrecoverable. To enhance fraud prevention,

organizations should focus on the root of the problem by identifying the causes that lead

people to commit fraud and to understand their behavior [14]. Many theories have attempted

to answer this question, and the most frequently cited in this context are Cressey’s Fraud

Triangle Theory (FTT) and Wolf and Hermanson’s Diamond Fraud Theory (FDT) [15]. Both

approaches analyze how perpetrators go so far as to commit fraud, which is discussed

below.

The study of fraud and its analysis is best explained with the help of the Fraud Triangle

Theory (FTT), proposed by Donald R. Cressey, a leading expert in the sociology of crime.

Cressey investigated why people committed fraud and determined their responses based

on pressure, opportunity, and rationalization. This theory also mentions that these elements

occur consecutively to provoke the desire to commit fraud. The first necessary element

is perceived pressure, which is related to the motivation and drive behind the fraudulent

actions of an individual. This motivation often occurs in people under some form of financial

stress [16]. The second element, perceived opportunity, is the action behind the crime and

the ability to commit it. Finally, the third component, rationalization, concerns the idea that

individuals can rationalize their dishonest acts, making their illegal actions seem justified and

acceptable [17].

The FDT considered an extended version of the FTT, integrates a new vertex with the three

that were already known—capacity [18]. Despite the cohesion among the three vertices of

pressure, opportunity, and rationalization, it is unlikely that people will commit fraud unless

they have the capacity (considered the fourth vertex). In other words, the potential perpe-

trator must have the skills and ability to commit fraud [19]. Various theories of fraud have

been used to explain the motivation of this phenomenon. The FTT and FDT can be effecti-

vely used to detect the possibility of corporate fraud, where the measurement of all of the

associated variables will depend to a great extent on the data used for the study, whether

public or private [20].
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Fraud analysis, when supported by data mining techniques, helps reduce the manual parts

of the detection/verification process and makes the search for fraud more efficient. It is im-

possible to guarantee people’s proper moral and ethical behavior, especially in the workpla-

ce. Due to this reality, a valid option for identifying possible evidence of fraud from available

data is to use automatic learning algorithms. Many works cover fraud detection and use

data mining techniques as the primary focus [21, 22, 23, 24]. Two criticisms of data-mining-

based fraud-detection research are frequently raised: the deficiency of the actual public data

available in this domain for conducting experiments [25]—appropriate access to data for re-

searching this area is extremely difficult due to privacy—and the lack of well-documented

and published methods and techniques.

2.3 RELATED WORK

Here, we describe some systematic reviews whose main objectives were analyzing and

detecting fraud using automatic learning techniques and the application of fraud theories.

Phua et al. [25] carried out a survey in which they identified the limitations of fraud-detection

methods and techniques and showed that this field can benefit from other related areas.

Specifically, unsupervised approaches may benefit from existing monitoring systems and

text extraction, semi-supervised, and game-theoretical approaches; spam and intrusion de-

tection communities can contribute to future fraud-detection investigations. However, above

all, the authors focused on the nature of the information and excitedly reflected on the in-

vestigation of fraud detection based on data mining. They also referred to the scarcity of

publicly available and real experimental data and the lack of well-documented and published

methods and techniques.

Zhou et al. [26] concluded that most fraud-detection systems employ at least one supervised

learning method and that unsupervised and semi-supervised learning methods are also

used. The study showed that these techniques can be used alone or in combination to build

more robust classifiers and that, without losing generality, these approaches are relatively

successful in detecting fraud and credit scoring. They mentioned that fraud detection and

data-mining-based credit scoring are subject to the same classification-related issues, such

as feature engineering, parameter selection, and hyperparameter tuning. The authors also

observed that fraud-related data are not abundant enough for investigators to train and test

their models and that complex financial scenarios are nearly impossible to represent. They
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explained that fraud detection must constantly evolve, particularly depending on the industry

in which it is applied.

The authors of [27] performed a meta-analysis to establish the effect of mapping data sam-

ples from fraudulent companies to non-fraudulent companies using classification methods

by comparing the general classification precision found in the literature. The results indica-

ted that fraudulent samples could be matched equally to non-fraudulent samples (1:1 data

mapping) or unevenly mapped using a one-to-many ratio to increase the sample size pro-

portionally. Based on this meta-analysis, machine learning approaches can achieve better

classification precision compared to statistical techniques, specifically when the availability

of sample data is low. Furthermore, machine learning classification approaches can obtain

high classification precision with a dataset with 1:1 mapping.

The results mentioned by the authors of [28] clearly show that data mining techniques have

been widely applied for fraud detection in other fields, such as insurance, corporate, and cre-

dit card fraud. In this line, we found a lack of research on mortgage fraud, money laundering,

and security fraud.

The main data mining techniques for financial fraud are logistical models that provide im-

mediate solutions to the problems inherent in detecting and classifying fraudulent data. The

authors of [29] conducted a review of the literature to address the following research ques-

tions related to financial statement fraud (FSF): (1) Can FSF be detected, how likely is it,

and how can it be done? (2) What data characteristics can be used to predict FSF? (3)

What kind of algorithm can be used to detect FSF? (4) How can detection performance be

measured? (5) How effective are these algorithms in terms of detecting fraud? This work

presents a generic framework to guide this analysis.

The reviews mentioned above have something in common: They try to unveil the main tech-

niques used for fraud detection, such as machine learning methods (supervised, unsupervi-

sed, and semi-supervised), and try to identify which of these are more effective. This analy-

sis was carried out in different scenarios, contrasting the results obtained and specifying the

study area in which they are most accurate. We could not find studies linking fraud detection

using machine learning techniques and the Fraud Triangle Theory.

Finally, we must comment on some theories to understand fraud detection. Studies such as

[15] analyzed the convergence and divergence of two classic theories of fraud: the triangle

theory and the diamond theory. The concept of fraud and the convergence of the two clas-
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sical theories were examined there. This work also discussed the differentiation between

them. In doing so, the similarities and differences between these theories were highlighted

and appreciated. A discussion of the two approaches contributes to understanding fraud,

especially for fraud professionals and examiners.

2.3.1 Contribution

This research aims to compile the literature related to fraud detection from two perspectives.

On the one hand, we analyze works considering human behavior as an inherent risk factor

in this problem, especially using the FTT and FDT. Beyond exploring these theories, on the

other hand, our review analyzes different works where machine learning techniques have

been used for fraud detection. Moreover, we look for works that integrate ML techniques

with behavior-based fraud theories, such as the FTT and FDT. To do this, we used the well-

known methodology of Barbara Kitchenham and formulated three research questions. As

a result, we provide an up-to-date and comprehensive analysis of the subject. It will help

identify, investigate, and evaluate the causes that lead to fraud and detect it. This study can

guide further research on the topic in areas that the investigation has not considered. The

rest of this paper is organized as follows. Section 2.4 addresses the methodology used to

perform this review. Then, Section 2.5 summarizes our findings. After that, we discuss the

weaknesses and strengths of the techniques identified in Section 2.6. Finally, Section 2.7

concludes and describes future work.

2.4 MATERIALS AND METHODS

A systematic literature review (SLR) was carried out for this research work. According to

[25], the purpose of an SLR is to provide a complete list of all studies related to specific

subject areas. Meanwhile, traditional reviews attempt to summarize the results of several

studies. An SLR uses an evidence-based approach to meticulously search for relevant stu-

dies within a context to answer predefined research questions and select, evaluate, and

critically analyze the findings to answer those research questions; this is done by following

the recommendations reported in [30]. Considering the guidelines and recommendations

described by Barbara Kitchenham [31], a systematic literature review must follow the metho-

dological process illustrated in Figure 2.1.
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2.4.1 Research Questions

As we stated, this article aims to review and summarize the works related to fraud detection

that is performed by using machine learning techniques or the Fraud Triangle Theory. We do

not restrict our search to any specific knowledge. The SLR research questions (RQs) that

we intend to answer in this paper are the following:

1. RQ1: How can fraud be detected by analyzing human behavior by applying fraud theo-

ries?

2. RQ2: What machine or deep learning techniques are used to detect fraud?

3. RQ3: Using machine learning techniques, how can fraud cases be detected by analy-

zing human behavior associated with the Fraud Triangle Theory?

2.4.2 Keywords

We looked for scientific publications related to fraud detection, its process of identification,

and its application to answering our research questions. We specifically targeted works focu-

sed on fraud that relied on machine learning techniques or the Fraud Triangle Theory. To this

end, we created a base list of keywords built from the keywords found in related research,

as shown in Table 2.1.

Table 2.1: Keywords.

Title 1 Title 2 Title 3

1 fraud FR
2 fraud detection FD
3 fraud triangle theory FTT
4 fraud diamond theory FDT
5 human behavior HB
6 behavior patterns BP
7 data mining DT
8 machine learning ML
9 deep learning DL

2.4.3 Search Strategy

We employed the guidelines from [32, 33] to define a search strategy to retrieve as many

relevant documents as possible. Our search strategy is described below.

31



Figure 2.1: Methodology applied in the systematic literature review (SLR).

2.4.3.1 Search Method

To find the most relevant publications for the topic addressed in this work, we queried the

following databases: IEEEXplore, ScienceDirect, ACM Digital Library, and Scopus. We cho-

se these databases because they offer the most essential and high-impact full-text journals

and conference proceedings that cover the ML and FD fields in general. We carried out the

searches in the titles, keywords, and abstracts of articles using the combinations of terms

introduced in the following section.

2.4.3.2 Search Terms

The search string was designed according to what was mentioned in [34]. Based on the

research questions, we constructed the following relationships: (“Data mining” OR “Machi-

ne learning” OR “Deep Learning”) AND (“Detection Fraud” OR “Internal Fraud” OR “Fraud

Triangle” OR “Diamond Triangle” OR “Human Behavior”). These search terms were combi-

ned using “AND” operators to build the search string. The search terms in the string only

32



Table 2.2: Inclusion/exclusion criteria.

No Inclusion Criteria

IC1 Indexed publications not older than ten years.
IC2 Scope of study: Computer Science
IC3 Primary studies (journal or articles).
IC4 Papers that discuss aspects regarding fraud detection.
IC5 The investigations considered have information relevant to the research ques-

tions.

No Exclusion Criteria

EC1 Papers in which the language differs from English cannot be selected.
EC2 Papers that are not available for reading and data collection (papers that are

only accessible by paying or are not provided by the search engine) cannot
be selected.

EC3 Duplicated papers cannot be selected.
EC4 Publications that do not meet any of the inclusion criteria cannot be selected.
EC5 Publications that do not describe scientific methodology cannot be selected.

matched the title, abstract, and keywords of the digital databases’ articles. It is essential to

find the correct search field or combination, be it the title, abstract, or full text, to apply in

the search string and, thus, obtain effective results. In many cases, searching only by the

“title” does not always provide the most relevant publications. Therefore, it can be neces-

sary to include the “abstract” and, in other cases, “the complete document” of the related

publications.

2.4.3.3 Selection of Papers

Since the searches in the articles’ full text resulted in many irrelevant publications, we deci-

ded to apply the search criteria by incorporating the “abstracts” of the papers. This means

an article was selected as a potential candidate if its title or abstract contained the keywords

defined in the search string. As a first filter, we evaluated each paper’s title and abstract

according to the inclusion and exclusion criteria (see Table 2.2). We selected the articles

within the scope of the research questions. We thoroughly and entirely read the previously

selected articles (which passed the first filter) as a second filter. The papers were included

or excluded according to the inclusion and exclusion criteria. We will focus next on explai-

ning the inclusion/exclusion criteria. Additionally, the search was limited to research written

in English and published since 2010 [35].
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2.4.4 Study Selection

As shown in Figure 2.2, the selection of studies was performed through the following pro-

cesses [36]:

1. Identification: The keywords were selected from the databases listed above according

to the research questions mentioned in the search method section. The search string

was applied only to the title and abstract, as a full-text search would produce many

irrelevant results [37]. The search period went from 2010 to 2021.

2. Filter: All possible primary studies’ titles, abstracts, and keywords were checked against

the inclusion and exclusion criteria. If it was difficult to determine whether an article

should be included or not, it was reserved for the next phase.

3. Eligibility: At this stage, a complete reading of the text was done to determine if the

article should be included according to the inclusion and exclusion criteria.

4. Data extraction: After filtering, data were extracted from the selected studies to answer

RQ1–RQ3.

Figure 2.2: Process of the selection of studies.
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2.4.5 Quality Assessment

We assessed their quality after selecting several primary studies based on the inclusion and

exclusion criteria. Following the guidelines in [36], three quality assessment (QA) questions

were defined to measure each proposal’s research quality and provide a quantitative com-

parison between the research works considered. The criteria were based on three quality

assessment (QA) questions:

1. Are the topics covered in the article relevant to fraud detection? Yes: It explicitly des-

cribes the topics related to fraud detection by applying ML techniques through the

FTT. Partially: Only a few are mentioned. No: It neither describes nor mentions topics

related to fraud detection using ML techniques through the FTT.

2. Were the limitations for the study of fraud detection detailed? Yes: It clearly explained

the limitations related to fraud detection by applying ML techniques through the FTT.

Partially: It mentioned the limitations but did not explain why. No: It did not mention the

limitations.

3. Did the study address systematic research? Yes: The study was developed systema-

tically and applied an adequate methodology to obtain reliable findings. Partially: The

study was developed systematically and used a proper methodology but did not provi-

de details. No: The study was not explained clearly, and the authors did not apply an

adequate methodology.

The scoring procedure was defined as follows: Y (Yes = 1), P (Partially = 0.5), N (No = 0), or

Unknown (i.e., the information was not specified).

2.4.6 Data Extraction and Analysis

This section describes the data extraction process performed with the selected papers and

the analysis of the data extracted to answer the research questions of this SLR. We extracted

the required data from previously selected works that were accordingly classified to answer

the research questions, as shown in Table 2.3. The data extraction form used for all selected

primary studies is indicated to conduct an in-depth analysis.
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Table 2.3: Data extraction form.

No Extracted Data Description Type

1
Identity of the
study Unique identity for the study General
Bibliographic
references
Type of study

2 Bibliographic
references

Authors, year of publication,
title, and source of publication

General

3 Type of study Book, journal paper, conference
paper, workshop paper

General

4 The theories
employed

Description of the detection of
fraud by applying the FTT and
HB

RQ1

5 The techniques
considered

Description of the detection of
fraud by applying ML/DM
techniques

RQ2

6 Combination of
techniques and
theories used

Description of the analysis of
theories and techniques used to
detect fraud

RQ3

7 Findings and
Contributions

Indication of the findings and
contributions of the study

General

We extracted the most representative papers related to the research questions based on

the search string and associated terms. The results of the data analysis are presented in the

next section.

2.4.7 Synthesis

Many papers could contain keywords used in the search string, but they could be irrelevant

to our research questions. Therefore, a careful selection of documents should include only

those containing helpful information concerning the research approach and the answers to

the different research questions. As shown in Figure 2.3, we first searched each data source

separately to join later the results obtained from the various sources of information, resulting

in a total of 1891 papers. We obtained the most articles from Scopus, representing around

50 % of all documents.
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Figure 2.3: Studies retrieved through search engines.

Table 2.4 shows the number of articles found per source according to the search for key-

words related to the search strings in the selected databases. The second column shows

the results of the initial selection of papers found in each source. Below is the number of arti-

cles chosen after removing the exclusion criteria. The number of articles that were selected

after eliminating duplicate articles is presented in the fourth column. Finally, the papers from

each source selected after the inclusion process are presented.

Table 2.4: Number of papers found through the selection process.

Source Papers Found Abstract and Title Duplicity Selected

Scopus 960 77 48 16
IEEE 341 68 31 7
WoC 360 61 16 9
ACM 230 48 11 4
Total 1891 254 106 32

It was necessary to refine the papers obtained by previously eliminating irrelevant studies

to ensure that the works complied with the established selection criteria. Our search in the

databases, applying the search string to only the titles and abstracts of the articles, and

selecting articles published during the last eleven years yielded 1891 records. After using

the exclusion criteria on these records, we obtained 254 studies. The analysis of the duplicity

of such studies enabled us to find 106 relevant papers for a full-text review. Finally, after a

full-text assessment, 32 studies [38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52,

53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69] were identified as a result

of the analysis through the SLR technique. Therefore, a total of 32 publications met all of

the inclusion criteria. The selection of studies from the initial search identification phase

and the final number of included studies are presented in Figure 2.4. As initially proposed
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and to ensure that the resulting reviews contained relevant information, we read the full text

of the 32 studies to verify if they fit our adopted selection criteria. As a result, all of these

publications represented our final set of primary studies.

Figure 2.4: Steps followed to narrow the search results.

Regarding the types of publications where the selected papers were available, we found that

50 % of them had been published in conferences and 50 % in journals.

Table 2.5 shows the number of citations of the selected articles. The data presented (co-

lumn cited) only approximates the citation rates and is not intended for comparisons among

studies.

Regarding the selected articles’publication period, 32 studies were published between 2010

and 2021. Furthermore, as shown in Figure 2.5, 2010, 2015, 2016, and 2017 had the most

significant articles, while 2011, 2012, 2019, and 2020 had the lowest numbers.
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Table 2.5: Numbers of selected studies by type.

# Cited # Cited # Cited # Cited

[38] 905 [48] 6 [58] 43 [68] 954
[39] 16 [49] 6 [59] 23 [55] 6
[40] 20 [50] 431 [60] 258
[41] 3 [51] 9 [61] 5
[42] 55 [52] 0 [62] 133
[43] 18 [53] 16 [63] 90
[70] 120 [54] 55 [64] 29
[45] 11 [65] 7 [46] 22
[56] 7 [66] 3 [47] 22
[57] 209 [67] 4 [69] 6

Figure 2.5: Number of articles by year of publication.

2.5 RESULTS

As a result of our methodology, we found 32 documents published between 2010 and 2021

that covered the most representative work on the topic of this paper. We focused only on

peer-reviewed papers from journals and conferences. All of them were obtained from sear-

ching for fraud-related topics in four scientific libraries. Table 2.6 shows a matrix built using

the topics most closely related to the research questions and with references to the corres-

ponding articles. As can be seen, each column identifies a relevant topic associated with

the research questions. We can see that seven works were found for RQ1(Fraud Detection

+ Human Behavior + Fraud theory). In contrast, for RQ2 (Fraud Detection + ML/DM techni-

ques), 24 works were found, while for RQ3 (Fraud Detection + Human Behavior + ML/ DM

+ Fraud theory), only one study was found. So, there is room for improving fraud detection
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because RQ3 combines most of the topics in the other research questions.

Table 2.6: Topics related to the research questions.

# Ref Fraud
Detection

Human
Behavior

ML/DM
Techniques Fraud Theory

1 [38] RQ1 RQ1 RQ1
2 [39] RQ1 RQ1 RQ1
3 [40] RQ1 RQ1 RQ1
4 [41] RQ1 RQ1 RQ1
5 [42] RQ1 RQ1 RQ1
6 [43] RQ1 RQ1 RQ1
7 [70] RQ1 RQ1 RQ1
8 [45] RQ2 RQ2
9 [46] RQ2 RQ2
10 [47] RQ2 RQ2
11 [48] RQ2 RQ2
12 [49] RQ2 RQ2
13 [50] RQ2 RQ2
14 [51] RQ2 RQ2
15 [52] RQ2 RQ2
16 [53] RQ2 RQ2
17 [54] RQ2 RQ2
18 [55] RQ2 RQ2
19 [56] RQ2 RQ2
20 [57] RQ2 RQ2
21 [58] RQ2 RQ2
22 [59] RQ2 RQ2
23 [60] RQ2 RQ2
24 [61] RQ2 RQ2
25 [62] RQ2 RQ2
26 [63] RQ2 RQ2
27 [64] RQ2 RQ2
28 [65] RQ2 RQ2
29 [66] RQ2 RQ2
30 [67] RQ2 RQ2
31 [68] RQ2 RQ2
32 [69] RQ3 RQ3 RQ3 RQ3

Table 2.7 shows the works found vs. the research question frequencies. As can be seen,

RQ2 is the most frequently investigated. It accounts for 75 %. Only one paper was found for

RQ3, accounting for 3.13 %, and RQ1 accounts for 21.88 %.

Table 2.7: Frequencies of the works found.

RQ Study Identifier Frequency Percentage

1 [38, 39, 40, 41, 42, 43, 70] 7 21.88

2 [45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56]
[57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68] 24 75

3 [69] 1 3.13
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2.5.1 RQ1: How Can Fraud Be Detected by Analyzing Human Beha-

vior by Applying Fraud Theories?

This section details the results obtained from the analysis of research papers that relate

fraud detection with the point of view of human behavior by applying the Fraud Triangle

Theory. The investigation is intended to answer RQ1. We answer this question by analyzing

the number of documents linked to the research question. According to Table 2.6, seven

works were found. Hoyer et al. [38] proposed a prototype in a generic architectural model

that considers the factors of the fraud triangle. In this way, in addition to the analysis ap-

plied as part of a traditional fraud audit, human behavior is considered. By doing this, the

transactions examined by an auditor can be better differentiated and prioritized. Behavioral

patterns are found through the incorporation of the human factor. These patterns appear

in multiple sources of information, especially in users’ data, such as in e-mails, messages,

network traffic, and system records from which evidence of fraud can be extracted.

Sanchez et al. [39] presented a framework that identifies people who commit fraud and is

supported by the Fraud Triangle Theory. This proposal is based on the use of a continuous

audit that is installed on user devices, collects information from agents, and employs the

collection of phrases. They are subsequently analyzed to identify fraud patterns through

analyzing human behavior and the treatment of the results. In [40], based on primary data

on the behavior of perpetrators who commit fraud, the authors showed the complementa-

rity between an ex-post analysis and the existing literature on this topic. They suggested

that the presence or absence of fraudulent intent can be assessed by scrutinizing human

behavior. Mackevicius and Giriunas [41] analyzed the Fraud Triangle Theory and presen-

ted its associated elements: “motives, possibilities, pressure, rationalization, incentive, and

others.” They offered a theoretical analysis of the fraud scales and their elements: motives,

conditions, possibilities, and performance. To this end, the authors analyzed 265 respon-

dents—including accountants, stakeholders, public officials, and inspectors in Central Java,

Indonesia—by using structural equation modeling (SEM) with the AMOS analysis tools. In

[42], the authors assessed the Fraud Triangle Theory and human behavior to study the fac-

tors of opportunity, financial processes, and rationalization. The authors emphasized the

importance of psychological and moral aspects. The International Auditing Standard AI240

focuses on the auditor’s responsibility to assess fraud in an audit of financial statements. The

authors of [43] explored if the standard has been used effectively in Indonesia based on the
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proposed fraud indicators through a fraud analysis. A questionnaire survey was conducted

with three groups of auditors: external, internal, and government auditors. This study exami-

ned auditors’ perceptions of the importance and existence of warning signs of financial fraud

by using the fraud diamond. The findings indicate that the auditors could identify these red

flags by giving them high scores. On the contrary, the scores were low regarding the “level

of use.”

Mekonnen et al. [70] presented an insider threat prevention and prediction model based

on the fraud diamond by combining various approaches, techniques, and IT tools, as well

as criminology and psychology. The deployment of this model involved collecting informa-

tion about possible intentions by using privileged information within a context of preserving

privacy, thus enabling high-risk insider threats to be identified while balancing privacy con-

cerns.

2.5.2 RQ2: What Machine or Deep Learning Techniques Are Used

to Detect Fraud?

his section reports the results of works that described the implementation of machine lear-

ning and data analysis for fraud detection. We aimed to identify this realm’s most commonly

used machine or deep learning techniques. Table 2.7 shows that this research question had

the highest related works. Table 2.8 presents the articles’main focus, the ML/DL techniques

used, and the dataset information. All of these articles are summarized below.

Some works enhance traditional security approaches. In [60], the need to use Process In-

formation Systems (PAIS) software in organizations and the importance of fraud detection

was investigated. They claimed this tool is necessary for organizations, as its flexibility raises

fraud detection. The authors of [63] sought to design an artifact (hardware) for detecting com-

munications from disgruntled employees through automated text-mining techniques. The ar-

tifact they developed extended the layered approach to combat internal security risks. They

claimed that this phenomenon can be detected in e-mail repositories by using employee

dissatisfaction as the primary indicator of fraud risk. Considering the methods of fraud de-

tection based on simple comparisons, detection of associations, clustering, perdition, and

outliers, an automated fraud-detection framework was proposed in [47]. The framework allo-

wed fraud identification by using intelligent agents, data fusion techniques, and various data
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mining techniques. In [67], the authors proposed the detection of bank fraud through data

extraction techniques, association, grouping, forecasting, and classification to analyze cus-

tomer data to identify patterns leading to fraud. To conclude this group of papers, West et al.

suggested that a higher level of verification/authentication can be added to banking proces-

ses by identifying patterns. To do this, the authors reviewed key performance metrics used

to detect financial fraud, focusing on credit card fraud. They compared the effectiveness of

these metrics to detect if fraud was carried out. In addition, the performance of the appli-

cation of various computational intelligence techniques to this problem’s domain was also

investigated, and the efficacy of different binary classification methods was explored.

Table 2.8: Summary of works that used machine or deep learning techniques to detect fraud.

Ref. Techniques a Dataset Main Focus

[45] NN, DT, BN N/A

Summarized and compared different

datasets and algorithms for automated

accounting fraud detection.

[46] RF
Financial and

non-financial data

Presented a hybrid detection model using

machine learning and text mining methods

for detecting financial fraud.

[47] KDD N/A

Automated fraud detection framework that

allows fraud identification using intelligent

agents, data fusion techniques, and data

mining techniques.

[48] KM

UCI Machine

Learning

Repository [71]

Modified k-means clustering algorithm for

detecting outliers and removing them from

the dataset to improve grouping precision.

[49]
C.45, KM, SVM,

NB, CART
N/A

Categorized the different types of fraud and

explained the best available data

mining techniques.

[50] NN N/A

Used neural networks to correlate

information from a variety of technologies

and database sources to identify suspicious

account activity.

In [45], the authors summarized and compared different datasets and algorithms for automa-

ted accounting fraud detection. The selected works addressed mining algorithms, including
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Table 2.8: Summary of works that used machine or deep learning techniques to detect fraud. (Cont.)

Ref. Techniques a Dataset Main Focus

[51]
KM Clustering and
AdaBoost Classi-

fier

Worldline and the
Université Libre de

Bruxelles

Presented a study on the use of clustering
and classifier techniques and compared their

precision for fraud detection.

[52] SVM, ANN Indonesian stock
exchange (IDX)

Through the application of data mining
algorithms, such SVM and ANN, the

essential indicators for detecting financial
fraud are profitability and efficiency.

[53] MLR, SVM, and
BN N/A

Development of three multiple-class
classifiers—MLR, SVM, and BN—as well as
predictive tools for detecting and classifying
misstatements according to the presence of

intent of fraud.

[54] MLFF, SVM, GP,
GMDH, LR, PNN N/A

Used data mining techniques that were
tested on a dataset involving 202 Chinese
companies and compared them with and

without the selection of functions.

[55]

BLR, SVM, NN,
ensemble

techniques, and
LDA

10-K financial
reports of

documents
(EDGAR)

For fraud detection in financial reporting,
various techniques of natural language
processing, and supervised machine

learning are applied.

[56] ANN [72]
Identified a person of interest from a

published corpus of Enron email data for
research.

[57]
LR, NN, SVM, BN,
DT, AdaBoost, and

LogitBoost
[71]

Method based on Grammatical Genetic
Programming (GBGP) through

multi-objective optimization and set learning.
They compared the proposed method with

LR, NN, SVM, BN, DT, AdaBoost, and
LogitBoost on four FFD datasets.

[58]

LR, ANN, KNN,
SVM, Decision

Stem, M5P Tree,
J48 Tree, RF, and

Decision Table

N/A
Explored the use of data mining methods to

detect electronic ledger fraud through
financial statements.

[59] DRL N/A
Applied DRL theory through two applications
in banking and discussed its implementation

for fraud detection.

[60] Petri-Net, Heuristic N/A
Used the Process Information Systems

(PAIS) software in organizations for fraud
detection.

[61] DT, NB N/A Credit card fraud detection using supervised
learning algorithms.

[62] Luhn’s and Hunt’s N/A System that detects fraud in the processing
of credit card transactions.

statistical tests, regression analysis, NN, DT, BN, stack variables, etc. Regression analysis

was widely used to hide data. Generally, the effect of detection and the precision of NN were
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Table 2.8: Summary of works that used machine or deep learning techniques to detect fraud. (Cont.)

Ref. Techniques a Dataset Main Focus

[63] NB Email data
Designed an artifact (hardware) for detecting
communications from disgruntled employees

using automated text mining techniques.

[64] MLCC
International

financial
service provider

Analyzed the use of a data mining approach
to reduce the risk of internal fraud.

[65]
CNN, SLSTM,

hybrid
of CNN–LSTM.

Card transactions
from an

Indonesian bank

Explored three deep learning models for
recognizing fraudulent card transactions.

[66] DT, RF, NB Twitter, and
Facebook

Implementation of the document grouping
algorithm as a set of classification algorithms

and appropriate industry use cases.

[67]

Association,
clustering,

forecasting, and
classification

N/A Detection of bank fraud through data mining
techniques.

[68] GP, NN, SVM UCSD-FICO
Key performance metrics used for Financial

Fraud Detection (FFD) focusing on credit
card fraud.

a Neural Networks: NN; Decision Trees: DT; Bayesian Networks: BN; Random Forest: RF; K-means:
KM; Support Vector Machine: SVM; Artificial Neural Network: ANN; Multinomial Logistic Regression:
MLR; Multilayer Direct Feed Neural Network: MLFF; Genetic Programming: GP; Group Method of
Data Management: GMDH; Logistic Regression: LR; Probabilistic NN: PNN; Binomial Logistic Re-
gression: BLR; Latent Dirichlet Assignment: LDA; K-Nearest Neighbor: KNN; Deep Reinforcement
Learning: DRL; Multivariate Latent Class Clustering: MLCC; Convolutional Neural Network: CNN;
Stacked Long Short-Term Memory: SLSTM; Naive Bayes: NB.

higher than those of regression models. The overall conclusion was that pattern detection is

better than detection by an unaided auditor. Due to the small size of the fraud samples, so-

me publications reached decisions based on training samples and may have overestimated

the effects of the models. In [46], S. Wang presented a hybrid detection model using machi-

ne learning and text mining methods for detecting financial fraud. This model used financial

and non-financial data and employed two ways of selecting easy-to-explain characteristics.

During the investigation, the author chose 120 fraudulent financial statements disclosed by

the China Securities Regulatory Commission (CSRC) between 2007 and 2016. He compa-

red the performance of five machine learning methods and found that the Random Forest

method had the following advantages: (1) It is suitable for processing high-dimensional data;

(2) it avoids overfitting to some extent; (3) it is robust and stable. Ravisankar et al. proposed

using data mining techniques to identify companies that resort to financial statement fraud

[54]. Specifically, the authors tested the MLFF, SVM, GP, GMDH, LR, and PNN techniques.

The evaluation considered the role of feature selection and relied on a dataset involving 202
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Chinese companies. Their results indicated that the PNN outperformed all methods without

feature selection, and the GP and PNN outperformed others with feature selection and mar-

ginally equal precisions.

For other works that compared different ML methods, we found the following. In [53], the

authors developed three multiple-class classifiers (MLR, SVM, and BN) to detect and clas-

sify misstatements according to the presence of fraud intent. Using the MetaCost tool, the

authors conducted cost-sensitive learning and solved class imbalance and asymmetric mis-

classification costs. In [58], the use of data mining methods to detect fraud in electronic led-

gers through financial statements was explored. The training techniques were used for the

Linear Regression, ANN, KNN, SVM, Decision Stem, M5P Tree, J48 Tree, RF, and Decision

Table. The authors of [61] detected credit card fraud using supervised learning algorithms,

such as a DT and NB. Focusing on using or comparing ANNs with other methods, Vimal

Kumar et al. [49] analyzed the challenges of detecting and preventing fraud in the banking

industry when having insider information. The authors reviewed some data analysis techni-

ques for detecting insider trading scams. Their work lists the best data mining techniques

available (NN, DT, and Bayesian Belief Networks), which have been proposed by many re-

searchers and employed in different industries. They concluded that the banking industry’s

primary requirements are fraud detection and prevention and that data mining techniques

can help reduce fraud cases. In addition, the work in [50] proposed using NN to correlate

information from various technological sources and databases to identify suspicious account

activity. The work in [52] applied data mining algorithms, such as SVM and ANNs, to detect

financial fraud. The authors stated that the essential financial fraud indicators are profitability

and efficiency. Incorporating these factors improved the accuracy of the SVM algorithm to

88.37 %. The ANNs produced the highest precision, 90.97 %, for data without feature selec-

tion. In [56], Mohanty et al. aimed to identify a person of interest from the corpus of Enron

email data released for research. They tried to detect fraudulent activities using an ANN

with the Adam optimizer and ReLU activation functions. Their work achieved high precision

regarding recall, accuracy, and F1 score.

Regarding unsupervised approaches, a proposal to detect outliers using a modified K-

Means Clustering algorithm was presented in [48]. For this work, the detected outliers were

removed from the dataset to improve the grouping precision. They also validated their ap-

proach against existing techniques and benchmark performance. The authors of [51] pre-

sented a study on using K-Means Clustering and the AdaBoost Classifier, comparing their
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accuracies and performances with an analysis of the past and present models used for fraud

detection. Regarding the use of more sophisticated techniques for the problem of fraud de-

tection in financial reporting, the authors of [55] applied various natural language processing

techniques and supervised machine learning, including BLR, SVM, NN, ensemble techni-

ques, and LDA. They applied Latent Dirichlet Allocation (LDA) to a collection of 10-K financial

reports of documents available in the EDGAR database of the United States Security and

Exchange Commission to generate a frequency matrix of documents and topics. In addition,

they applied evaluation metrics, such as the accuracy, receiver performance characteristic

curve, and area under the curve, to evaluate the performance of each algorithm. To resol-

ve problems for FFD, Li, and Wong, [57] proposed a new method based on GBGP through

multi-objective optimization and set learning. They compared the proposed method with LR,

NN, SVM, BN, DT, AdaBoost, bagging, and LogitBoost in four FFD datasets. The results

showed the efficacy of the new approach on the given FFD problems, including two real-life

situations. The authors of [59] applied the theory of DRL through two applications in ban-

king and discussed its implementation for fraud detection. Using a DT with a combination of

the Luhn algorithm and the Hunt algorithm, Save et al. [62] proposed a system that detects

fraud in the processing of credit card transactions. The validation of the card number is done

through the Luhn algorithm. The authors of [64] focused on detecting external fraud. Using a

data mining approach to reduce the risk of internal fraud was also discussed. Consequently,

a descriptive data mining strategy was applied instead of the widely used prediction data

mining techniques. The authors employed a multivariate latent class clustering algorithm for

a case firm’s procurement data. Their results suggested that their technique helps assess

the current internal fraud risk.

Exploring a deep learning model to learn short and long-term patterns from an unbalanced

input dataset was an objective set by [65]. The data obtained were transactions of an In-

donesian bank in 2016–2017 with binary labels (no fraud or fraud). They also explored the

effects of sample ratios of non-fraud to fraud from 1 to 4 and three models: a convolutional

neural network (CNN), short-term/long-term stacked memory (SLSTM), and a CNN–LSTM

hybrid. Using the area under the ROC curve (AUC) as the model performance metric, CNN

achieved the highest AUC for R = 1, 2, 3, 4, followed by the SLSTM and CNN–LSTM. The

authors of [66] proposed implementing both the document clustering algorithm and a set

of classification algorithms (DT, RF, and NB), along with industry-appropriate use cases. In

addition, the performance of three classification algorithms was compared by calculating
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the “Confusion Matrix,” which, in turn, helped us calculate performance measures such as

“accuracy,” “precision,” and “recovery.”

2.5.3 RQ3: Using Machine Learning Techniques, How Can Fraud

Cases Be Detected by Analyzing Human Behavior Associa-

ted with the Fraud Triangle Theory?

We found only one work related to this research question. This means we obtained few

results when we tried keywords related to the topics most relevant to the research ques-

tions (Fraud Detection + Human Behavior + Machine Learning Techniques + Fraud Triangle

Theory). Therefore, combining ML techniques and fraud-related theories needs further in-

vestigation because it would integrate two knowledge fields (psychology and data science) to

improve fraud detection. In [69], the authors examined the aspects of the fraud triangle using

data mining techniques to evaluate attributes such as pressure/incentive, opportunity, and at-

titude/rationalization, and, through the use of expert questionnaires, they discussed whether

their suggestion agreed with the results obtained with the adoption of those techniques. The

data extraction methods used in this research included logistic regression, decision trees

(CART), and artificial neural networks (ANNs). They also compared data mining techniques

and expert judgments. The ANNs and CART achieved training samples of 91.2 % (ANN)

and 90.4 % (CART). They were tested with correct classification rates of 92.8 % (ANN) and

90.3 % (CART), which were more precise than those of logistic models, which only reached

83.7 % and 88.5 % of correct classification in the assessment of the presence of fraud.

2.5.4 Quality Assessment

Once the QA questions were defined, we evaluated the primary studies identified in the SLR.

The score assigned to each study for each question is shown in Table 2.9.

The total of the accumulated scores from the QA questions can be observed in the “Total

Score” row, showing that QA3 has 22 points, corresponding to 44.9 %, demonstrating that

this question was more representative in the review. QA2 followed this with 33.68 %, and

QA1 followed with 21.42 %. On the other hand, the last row identifies the percentage of

points collected by the values assigned for a given QA question concerning the points ob-
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Table 2.9: Quality assessment.

# QA-1 QA-2 QA-3 Total Score Max S

[38] P P Y 2 66.67
[39] P P Y 2 66.67
[40] N N N 0 0
[41] P Y Y 2 66.67
[42] N N N 0 0
[43] N N N 0 0
[70] P P Y 2 66.67
[45] P Y Y 2.5 83.33
[46] P Y Y 2.5 83.33
[47] N N N 0 0
[48] P P Y 2 66.67
[49] P Y Y 2.5 83.33
[50] P P Y 2 66.67
[51] P P Y 2 66.67
[52] P P Y 2 66.67
[53] P P Y 2 66.67
[54] N N N 0 0
[55] P P Y 2 66.67
[56] P Y Y 2.5 83.33
[57] P Y Y 2.5 83.33
[58] N N N 0 0
[59] P P Y 2 66.67
[60] P Y Y 2.5 83.33
[61] N N N 0 0
[62] N N N 0 0
[63] P Y Y 2.5 83.33
[64] 0 0 0 0 0
[65] P P Y 2 66.67
[66] N N N 0 0
[67] P Y Y 2.5 83.33
[68] P Y Y 2.5 83.33
[69] P Y Y 2.5 83.33
Total 10.5 16.5 22 49

Max QA 21.42 33.68 44.9 100
Total Score 47.62 73.81 100

tained if each selected study received the highest score. Refs. [45, 46, 49, 56, 57, 60, 63,

67, 69] obtained the highest score of 2.5, which represents 83.33 % of the maximum score

that a preliminary study could obtain; on the other hand, Refs. [38, 39, 41, 44, 48, 50, 51,

52, 53, 55, 59, 65] obtained a score of 2, that represents 66.67 % of the maximum score.

Refs. [40, 42, 43, 47, 54, 58, 61, 62, 64, 66] failed to get any scores, which means that their

title and abstract showed that they could answer the research question for this SLR, but af-

ter reviewing the full articles, no features related to fraud detection using machine learning

techniques were discussed.
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2.6 DISCUSSION

In this work, we have reviewed contributions related to fraud detection, with a particular

emphasis on those addressing fraud detection from the perspective of modeling human

behavior.

Applying techniques related to the analysis of human behavior allowed us to consider beha-

vioral factors that could empower the detection of unusual transactions that would not have

been considered if using traditional auditing methods. By observing people’s behavior, it can

be seen that the human factor is closely related to the Fraud Triangle Theory.

On the other hand, the use of machine learning techniques to detect fraud was also im-

plemented in several works to predict behaviors related to this phenomenon. As a result

of our research, many articles (24) addressed this approach. In this context, we found that

mainly supervised and unsupervised algorithms are used for fraud detection analysis. The

supervised strategy enables blocking fraud attempts based on fraudulent and non-fraudulent

samples. This is used in rule-based detection, which automatically infers discriminatory rules

from a labeled training set. In addition, regarding fraud detection, our research unveiled that

supervised algorithms regularly have to deal with unbalanced classes, which might result in

poor detection. Furthermore, these techniques are unable to identify new fraud patterns. Un-

supervised learning, however, concentrates on discovering suspicious behavior as a proxy of

fraud detection and, thus, does not require prior knowledge about verified fraudulent cases.

Our review focuses on fraud detection performed through machine learning techniques or

analysis of human behavior based on the Fraud Triangle Theory. We tried to unveil how both

approaches are addressed in the literature and how they may be jointly applied by answering

three research questions.

By answering RQ1, keywords such as human behavior and theories related to fraud were

linked, resulting in several related studies. The answer to RQ2 linked machine learning tech-

niques with fraud detection; this question was the one that generated the most results. The

analyzed questions produced results in a specific field. However, when trying to combine

these fields by answering RQ3, we did not find works linking fraud detection using machine

learning techniques with any theory related to fraud.

Despite the existence of works about detecting fraud in the areas of data mining and fraud

theories, no literature reviews that jointly covered these two areas were identified. Table 2.10
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presents a comparative summary of seven relevant SLRs and surveys performed in the area

of fraud detection, including our contribution.

In the ”Context” column of Table 2.10, there are four SLRs that are exclusively related to

some aspect of data mining [25, 26, 28, 29], while only one is related to some aspect of

fraud theory [73], in addition to other approaches [74, 75]. The last row of Table 2.10 also

presents information about the SLR covered in this document, the context of which explores

data mining and fraud theories together, unlike the other seven presented in this table.

Table 2.10: Comparison of related systematic literature reviews.

SLR
Work Year Context Period

Data
Sour-
ces

# of
Scree-

ned
Works/
Primary
Studies

Quality
Assessment of
Primary Studies

[25] 2010 Data-mining-based
fraud detection

2000–
2010 N/A N/A No evaluation

criteria applied

[74] 2020
Fraud-detection
metrics in busi-
ness processes

N/A
1, 4,
5, 7,
9, 14

12,000/75
No well-defined

evaluation criteria
applied

[26] 2018
Data-mining-based
fraud detection and

credit scoring
N/A N/A N/A No evaluation

criteria applied

[75] 2020

Graph-based
anomaly-

detection approa-
ches

2007–
2018

1, 2,
5, 9 585/39 No evaluation

criteria applied

[73] 2019 Fraud Triangle
Theory

No
specific 7 1169/33

Based on
evaluation criteria

proposed by
authors

[28] 2011

Data mining
techniques in
financial fraud

detection

1997–
2008

1, 2,
5, 9,
11,

12, 13

1200/49
No well-defined

evaluation criteria
applied

[29] 2007
Data-mining-based

financial
fraud detection

N/A N/A N/A No evaluation
criteria applied

This
SLR 2021

Fraud detection
using the Fraud
Triangle Theory
and data mining

techniques

2010–
2021

1, 2,
4, 10 1891/32

Based on
evaluation criteria
proposed by [76]

1: IEEE Xplore; 2: ACM DL; 3: Engineering Village (Compendex); 4: ISI Web of Science; 5: Science-
Direct; 6: Wiley Inter Science Journal; 7: Google Scholar; 8: Citeseer; 9:Springerlink; 10: Scopus; 11:
Business Source Premier (EBSCO); 12: Emerald Full Text; 13: World Scientific Net; 14: ProQuest.
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These SLRs were published between 2007 and 2020, with the novelty that some of them [74,

26, 29] do not mention the related search period. The research periods of [25, 28, 75] range

from 10 to 11 years but include primary studies without making cuts in any specific year.

Some works do not specify the sources of data, and those doing so report a variable number

of data sources. Studies that mention data sources do not clearly explain their reasons

for selecting them. On the other hand, four data sources were chosen for our research to

maximize the probability of identifying relevant candidate works as primary studies.

The number of candidate articles from the data sources and the number of selected primary

studies are presented in this table for each SLR. The differences in these numbers may be

related to the context of each investigation, e.g., data sources used, keywords, etc. For our

SLR, the number of reviewed works resulted from the searches in the different data sources

combined with the chosen keywords. In contrast, the final number of primary studies was

similar to those of other works. It should be noted that there are works that do not mention

this metric.

Although quality evaluation is not a mandatory parameter in the structure of an SLR, accor-

ding to [76], it is an essential contribution in this type of work to improve its quality. None

of the analyzed works clearly showed how an evaluation was carried out. No criteria we-

re mentioned for assessing the quality of the primary studies. Our work was based on the

evaluation criteria proposed by [77].

2.7 CONCLUSIONS AND FUTURE WORK

Fraud detection is complex, as it requires the interpretation of human behavior, but this is

not the only issue. The lack of data available for training or testing detection models signi-

ficantly complicates the assessment of detection strategies. Even when data are available,

unbalanced datasets are the norm in this domain.

Accordingly, very different approaches tackle the problem of fraud detection, as well as sys-

tematic literature reviews intended to address these limitations from a more global perspec-

tive. Thus, this research aimed to identify publications related to fraud detection using ML

techniques based on the Fraud Triangle Theory. The proposed reference frameworks focus

on developing tools that allow auditors to perform fraud analyses more efficiently by shor-

tening their detection time through support from data mining techniques. Most of the works
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concentrate on carrying out their analyses after fraud has been carried out to shorten the

time taken to find results; thus, these proposals are reactive to such events.

Through this research, it was found that a significant number of research projects are being

carried out in this specific area of fraud detection; in general, they have a solid level of

maturity. The large number of publications in conferences and journals—representing 50 %

and 50 % of primary studies, respectively—is substantial proof. In addition, the results of

the quality evaluation carried out for the primary studies showed that the evaluation of their

proposals was satisfactory in terms of the criteria of “relevance,” “limitations,” and “methodo-

logy.” When we assumed an approach to fraud detection through data mining techniques and

using fraud theories associated with human behavior, this SLR reveals very little evidence

from studies supporting this approach since only one primary study was found, correspon-

ding to 3.13 % of the studies. When we allowed partial coverage, that is, fraud detection by

applying only data mining techniques, 24 primary studies (corresponding to 75 %) could be

classified. On the other hand, when we analyzed the approach to the analysis and detec-

tion of fraud in which only theories related to fraud associated with human behavior were

considered, seven primary studies (corresponding to 21.88 %) supported this approach.

In this sense, only one study with evidence of the use of data mining techniques, the ap-

plication of fraud theories, and a corresponding analysis of human behavior to detect fraud

was identified, which means there is a gap, and this is an appropriate field to investigate.

As future work, it is proposed that a review focused on detecting fraud and incorporating an

analysis of the availability of data and the lack of access to this resource, including other

data sources as possible alternatives, should be carried out.
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3.1 ABSTRACT

Fraud and the losses caused by this phenomenon are increasingly common. There is, thus,

an essential economic incentive to study this problem, particularly fraud prevention. One

barrier complicating the research in this direction is the lack of public datasets that embed

fraudulent activities. In addition, although efforts have been made to detect fraud using ma-

chine learning, such actions have not considered the component of human behavior when

detecting fraud. In this work, we propose a mechanism to detect potential fraud by analyzing

human behavior within a dataset. This approach combines a predefined topic model and a

supervised classifier to generate an alert from the possible fraud-related text. Potential fraud

would be detected based on a model built from such a classifier. As a result of this work,

a synthetic fraud-related dataset is made. Four topics associated with the vertices of the

fraud triangle theory are unveiled when assessing different topic modeling techniques. After

benchmarking topic modeling techniques and supervised and deep learning classifiers, we

find that LDA, random forest, and CNN have the best performance in this scenario. The re-
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sults of our work suggest that our approach is feasible in practice since several such models

obtain an average AUC higher than 0.8. Namely, the fraud triangle theory combined with to-

pic modeling and linear classifiers could provide a promising framework for predictive fraud

analysis.

KEY WORDS: fraud triangle; human behavior; topic modeling; data mining; text mining;

classification methods.

3.2 INTRODUCTION

Fraud is a worldwide phenomenon that affects public and private organizations, including

various illegal practices that involve intentional deception or misrepresentation. According

to the Association of Certified Fraud Examiners (ACFE), fraud includes any intentional or

deliberate act of depriving another of property or money by cunning, deception, or other

unfair acts [1].

The 2020 PwC Global Economic Crime and Fraud Survey reports that 49 % of respondents

said their companies had been victims of fraud or economic crimes. Approximately 45 % of

respondents have experienced losses of less than one hundred thousand dollars; 30 % have

suffered losses between one hundred thousand and five million dollars; 6 % have suffered

losses between five million and fifty million dollars; and 3 %, losses of more than fifty million

dollars. This unveils a rising trend in costs caused by fraud. In organizations, 52 % of cases

are related to internal fraud and 41 % to external. This gap is due to anyone in accounting,

and financial activities are a potential risk factor for fraud [2].

The prevention of fraud could mitigate expenses related to its prosecution as well as the ti-

me and effort to detect fraud after its occurrence. When fraud is discovered, the opportunity

to locate the perpetrator and recover the losses caused is scarce. Therefore, organizations

must identify factors that lead to fraudulent behaviors and understand their causes. Looking

at people in a controlled environment, such as their workplace, we can more accurately iden-

tify suspicious behaviors since human behavior analysis is critical in early fraud identification

[3].

From the psychological point of view, Donald R. Crassey proposed the fraud triangle theory

(FTT) to explain the causes and committing of fraud, identifying the elements that lead the

perpetrators to commit fraud. In particular, three elements are represented as the vertices
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of the triangle. The fraud triangle’s vertices are incentives/pressures, opportunities, and atti-

tudes/rationalization [4]. However, evidence of fraudulent activities in which communications

related to this phenomenon are observed is incipient due to its critical and reserved nature,

except for certain private and government entities with access to this information. In this

context, a valid option is to generate synthetic datasets, which, according to many experts,

are the key to making machine learning within artificial intelligence faster and more precise

in their predictions [5]. This investigation generated a dataset composed of 14,000 records

balanced in two classes of fraud and non-fraud (7000 × 7000). We identified fraud-related

patterns using data mining (DM) techniques and extracted relevant information. On the other

hand, relying on text mining (TM) techniques, a subfield of data mining that handles textual

data, provides structure to unstructured data. It analyzes it to generate new knowledge [6]. In

this context, topic modeling is a widely used approach in TM that provides a comprehensive

representation of a corpus by inferring latent content variables called topics. These patterns

appear as categories or groups related to content in an unstructured text collection. There-

fore, a topic analysis technique assigns a probability to a new text, a document belonging

to a specific topic [7]. By calculating the probabilities that a document belongs to a topic,

the analysis is performed using classification and deep learning methods to identify which

technique is more compatible with topic modeling and efficiently identify phrases suspected

of fraud.

To the best of our knowledge, research related to data mining for fraud prediction associa-

ted with the fraud triangle theory and its technological applicability is limited or incipient.

Auditors detect fraud through the use of their experience, but human bias cannot be easily

suppressed, and their reasoning tends to be subjective.

3.2.1 Contribution

The main contribution of this work is to propose a novel detector of suspicious behaviors

related to the occurrence of fraud by analyzing human behavior using FTT leveraged on

machine learning (ML) and deep learning (DL). Our detector combines a predefined topic

model and a supervised classifier to alert a potential fraud-related text. In a nutshell, a new

document is assigned to the topic of the predefined topic model. In the second step, the text

within a topic is classified as a potential fraud-related document, using the topic’s probability

of the first stage.
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We generated a balanced synthetic dataset containing phrases related to fraud and phrases

unrelated to fraud. More precisely, the suspicious phrases contain words that belong to a

vertex of the fraud triangle (pressure, opportunity, and rationalization). On the other hand,

non-fraudulent phrases have a general context that includes words unrelated to this problem.

To build our novel detector, we have to do the following:

❖ Evaluate the performance of text mining techniques, such as Latent Dirichlet Allocation

(LDA), non-negative matrix factorization (NMF), and latent semantic analysis (LSA) in

the fraud-related dataset. The goal is to select the technique that provides an integral

representation of the analyzed documents through clusters, i.e., topic, as separated.

❖ Once we select the appropriate topic analysis technique, we use the docu-

ments’probabilities on the assigned topic to determine if a text can be identified as

being fraud-related using supervised machine learning models. For this purpose, we

conduct experiments on seven classification methods, including logistic regression

(LR), random forest (RF), gradient boosting (GB), Gaussian naive Bayes (GNB), de-

cision tree (DT), k-nearest neighbor (kN), and support vector machines (SVM), using

the synthetically generated dataset.

❖ Furthermore, we perform the same experiment using deep learning techniques, such

as convolutional neural network (CNN), dense neural network (DNN), and long short-

term memory (LSTM), to determine the performance’s differences using receiver ope-

rating characteristic (ROC) curves based on the area under the curve (AUC) with the

traditional ML classification methods. The goal is to show which technique is more

compatible with topic modeling to detect suspicious fraud behavior.

The rest of this paper is organized as follows: Section 3.2.2 presents a literature review in the

area of fraud detection. Section 3.3 offers definitions of FTT, topic modeling, classification

methods, and deep learning. Section 3.4 describes the data preparation and methodology

used in this work. Next, Section 3.5 presents the experiment and the results. Finally, Sec-

tion 3.6 presents the conclusions and future work.

3.2.2 Related Work

Few research papers integrate data mining techniques with analyzing human behavior via

fraud triangle theory to identify possible fraud cases. The following studies in the literature
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contribute to this topic in this context. In [8], the authors proposed a generic architectural

model that considers the fraud triangle factors. In addition to traditional fraud audits, the

human factor enhances the audit analysis since the transactions examined by an auditor

can be differentiated and prioritized better. By distinguishing behaviors (suspicious and non-

suspicious), it is possible to discover transactions that are part of a pattern that is not yet

known and that would have been left undiscovered if only traditional means were used. Like-

wise, Carolyn Holton in [9] proposed the design of a detector of disgruntled communications,

mainly in email repositories, through data mining techniques associated with the triangle of

fraud theory to combat internal security risks. In these lines, Mieke Jans [10] focused on

reducing the risk of internal fraud by combining the detection and prevention of fraud. Its

analysis uses descriptive data mining techniques to identify whether an observation is frau-

dulent or not. In this investigation, the authors used the IFR2 methodology [11] to reduce the

risk of internal fraud, a framework that uses the fraud triangle theory to assess and minimi-

ze fraud opportunities. Vimal Kumar [12] analyzed fraud in the banking sector, classifying

the types and definitions of existing fraud mechanisms. He also listed and explained the

different data mining techniques used by investigators to study fraud, taking into account

the factors that cause it by using the fraud triangle model, relating the pressure, timing, and

rationalization with this behavior. The author concluded that prevention is an indispensa-

ble requirement in the banking sector, and data mining techniques are essential to reduce

fraud cases. Ravisankar [4] used the fraud triangle theory to identify the possible reasons for

increased fraudulent activities in companies. The authors used the multilayer feed-forward

neural network (MLFF), support vector machines, group method of data handling (GMDH),

genetic programming (GP), logistic regression (LR), and probabilistic neural network (PNN)

to predict fraud in financial statements on a dataset from 202 Chinese companies. Their

results showed that PNN was the technique with the best performance, followed by GP.

Aside from the methodology proposed by Jans [11], some other frameworks for fraud detec-

tion have been proposed. Panigrahi [13] suggested the integration of an auditor knowledge

base and the techniques in audit processes called “knowledge-driven internal fraud detec-

tion (KDIFD)” to help auditors in the discovery of internal financial fraud more efficiently by

applying data mining techniques. Authors in [14] proposed a system based on an automated

framework for fraud detection using intelligent agents, data fusion techniques, and various

data mining techniques. Works on revisions of data mining techniques and machine learning

applied to fraud detection were also identified, as in the case of [15] in which the authors

reviewed research works on the methods of data mining applied to financial fraud detection
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(FFD). In [16], the authors classified, compared, and summarized fraud detection methods

and techniques based on mining relevant data in published academic and industrial inves-

tigations. This work also highlighted the application of data mining in other related fields,

such as epidemic detection, insider trading, intruder detection, money laundering, spam de-

tection, and terrorist detection. In the same context, Wang et al. [17] reviewed the literature

on data structure algorithms. The authors provided a reference to optimize fraud detection

models. They aimed to collaborate with public accountants to select data and data mining

technologies suitable for detecting fraud. Dhiya Al-Jumeily [18] compared existing systems

for fraud detection and proposed developing a new system that allows the detection of po-

tentially fraudulent applications. With this method, organizations have a good outlook on the

authenticity of applicantsídentities and online applications. On the other hand, the problem

of the lack of access to financial data for fraud investigation has been addressed by other

works using simulation techniques; thus, the privacy concerns of accurate data are avoided.

Lopez et al. presented in [19] three case studies related to financial transactions, where a

method to generate synthetic data was offered, which can be used as part of the necessary

input data for the research, development, and testing of fraud detection techniques. Similarly,

ref. [20] proposed a novel way to create synthetic data for fraud investigation by developing

a simulation prepared with accurate data. In [21], simulation techniques aimed to recreate

the behavior of fictitious clients. All the reviewed works contribute to fraud detection, mainly

in the banking sector, proposing reference frameworks, such as IFR2 and even applications

related to artificial intelligence. However, the fraud analysis focused on a semantic context

trying to identify unusual patterns in a dataset is still incipient. Moreover, the previously men-

tioned articles did not address the combination of text mining with the fraud triangle theory

to categorize texts as potentially fraud-related. In this sense, no studies were identified with

evidence of the use of data mining techniques, the application of fraud theories, and the

corresponding analysis of human behavior to detect fraud, which means that there is a gap,

and this is an appropriate field investigation.

3.3 MATERIALS AND METHODS

This section briefly describes the fraud triangle theory, topic modeling strategy, classification

methods, and validation methods.
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3.3.1 Fraud Triangle Theory (FTT)

Fraud is considered a subset of internal threats, such as corruption, misappropriation of as-

sets, and fraudulent statements, among others [22]. ACFE defines fraud as “the use of one’s

occupation for personal enrichment through the deliberate misuse or misapplication of the

employing organization’s resources or assets” [23]. There are two types of fraud: internal

and external. Internal fraud covers a series of irregularities and illegal acts characterized

by the scammersíntentional deception, leading to the misappropriating a company’s mo-

ney and other essential resources. In the case of external fraud, this is commonly done in

the financial statements, which are falsely presented in the reports [13]. The fraud triangle

theory proposed by Donald R. Cressey comprehensively explains this phenomenon’s occu-

rrence. Cressey, a leading sociology expert, wrote several books on preventing this crime.

The reasons for committing it could be summarized in the following three critical elements:

perceived pressure, opportunity, and rationalization. This theory determines that all three

parts must be consecutively present to suspect a desire to commit fraud. The pressure is

what motivates the crime in the first place. For instance, the subject has some economic

problems that he cannot solve by legitimate means, so he begins to consider committing an

illegal act, such as stealing cash or forging financial statements, to solve his problem [24].

The second element is the perceived opportunity, which defines how the person will commit

the wrongful act. The person must see how he can use (abuse) their position of trust to sol-

ve their financial problems with a low perception of the risk of being discovered. Finally, the

third component relates to the idea that individuals can rationalize dishonest actions. Most

people who commit fraud do it for the first time and do not have a history of criminality. They

see themselves as normal, honest people who have come up with a series of situations.

Consequently, the fraudster will justify his actions in a way that is acceptable [18]. The risk of

committing fraud increases when there is a tight connection between pressure, opportunity,

and rationalization.

3.3.2 Topic Modeling (TM)

TM is commonly applied to extract valuable knowledge when performing text mining. TM

allows the identification of hidden semantic structures related to a particular “topic”. TM

analyzes collections of documents, representing each as a mix of topics. In turn, a proba-
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bility distribution over the words contained in the documents models each topic [25, 26]. If

a document is about a specific topic, the words related to that topic will be present more

frequently than the others. For example, a chat message about the poor economic situation

of a person (potentially related to the pressure component of the fraud triangle) may contain

words such as “debts”, “financial problems”, and “late payments”. Three unsupervised ma-

chine learning algorithms are commonly used to implement topic modeling: LSA, NMF, and

LDA [27]. From the evaluation point of view of TM methods, the key metrics are perplexity

[25] and coherence to select an adequate number of topics depending on the problem at

hand. The perplexity value is a confusion metric and accounts for the level of “uncertainty” in

a model’s prediction result. In contrast, the coherence score indicates the level of semantic

similarity between words on a topic [28]. In this sense, coherence provides a more decisive

factor in parameter optimization for this work, which is why this metric was chosen to analyze

topics [29].

3.3.2.1 Latent Semantic Analysis (LSA)

LSA is a technique that allows us to create a vector representation of texts to create semantic

content. Through this “vector” representation, LSA calculates the similarity between texts to

choose the most accurately related words. LSA uses singular value decomposition (SVD)

to reduce the vector space dimensions. LSA tries to capture the latent semantics in linear

space [30]. The idea is to obtain vectors for each document so that we can use them to find

similar words and similar documents [31]. LSA collects a large amount of text, divides it into

documents, and then creates a matching matrix of terms and documents through SVD.

3.3.2.2 Non-Negative Matrix Factorization (NMF)

Provided a set of n documents, m unique words and k topics, NMF unveils the main hidden

themes by decomposing the non-negative matrix of term-documents D ∈ Rm×n
+ in the pro-

duct of two other matrices; one matrix U ∈ Rm×k
+ that represents the relationships between

words and themes and matrix V ∈ Rk×n
+ encloses the topic–document information in the

latent topic space (i.e., D ≈ UV ) [32]. NMF is a form of dimension reduction because the

number of topics k is typically many orders of magnitude smaller than the number of words

m and several documents n under consideration. Matrices U and V constitute the principal
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result of NMF, and the distribution of words and documents about the topics is the primary

focus of interpretation [33].

3.3.2.3 Latent Dirichlet Allocation (LDA)

LDA is an unsupervised probabilistic generative model that allows finding the semantic struc-

ture of a corpus. LDA is based on the hierarchical Bayesian analysis of texts [34]. An LDA

model considers several themes in a corpus and a document as a bag of words generated

from these themes. In LDA, each document is modeled as a random mix of latent topics. In

turn, each topic is characterized as a probability distribution over words; that is, each voca-

bulary word has a certain probability, where words with high probability are more associated

with that topic than words with low probability [35].

A word is defined as a basic unit of discrete information, which will be part of a vocabulary

that we can denote as {w1, w2, . . . , wV }. A document is a sequence of words represented

by {w1, w2, . . . , wN}, where N denotes the number of words present in the document. A

corpus D = {d1, d2, . . . , dM} is a collection of documents that includes the texts on which

the topic analysis is to be carried out, and M is the number of documents in the corpus. The

K topics present in the corpus are represented by the vector β. The k topic (i.e., βk) can be

considered a distribution over the vocabulary. To the presence of the kth topic in a particular

document d, we call it θd:k. The assignments of a word n of a document d in a specific topic

are denoted as zd,n. Finally, the words observed in a document d are denoted as wd, and

particularly the n-th word of the document is denoted as wd,n. More formally, Ref. [36] defined

these dependencies in the generative process for LDA, which depicts the joint distribution of

hidden and observable variables in the model, as can be seen, in Equation (3.1).

p (β1:K , θ1:D, w1:D)

=
K∏
k=1

p (βk)
D∏

d=1

p (θd)(
N∏

n=1

p (zd,n | θd) p
(
wd,n | β1:K,zd,n

))
(3.1)

Figure 3.1 illustrates a probabilistic graphical model (PGM), where the conditional depen-

dencies of the different variables involved in the generative process of the LDA algorithm

are observed. The white nodes represent latent variables, such as the prevalence of each
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topic in a document, the assignment of each word in the document to a topic, and the topics

themselves. The shaded node represents the unhidden and observable variable.

Figure 3.1: Representation of latent Dirichlet allocation LDA. Hidden nodes are not shaded and
represent the proportions of topics, assignments, and topics.

The computational problem is to compute the conditional (posterior) distribution of the topic

structure, according to Equation (3.2).

p(β1:K , θ1:D, z1:D|w1:D) =
p(β1:K , θ1:D, z1:D, w1:D)

p(1:D)
(3.2)

The numerator is the joint distribution of all the random variables, which can be easily com-

puted for any hidden variable settings. The denominator is the marginal probability of the

observations: the probability of seeing the observed corpus under any topic model.

3.3.3 Classification Methods

Supervised machine learning (ML) classifiers have several applications, including predictive

data mining. These algorithms carry out the assignment of objects into labeled classes or
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categories of information. Classification is a supervised machine learning approach that

consists of labeling data items as belonging to a particular class from a model built from

a selected dataset. In other words, a training dataset is used to derive a model, which is

then used in the new datasets to classify unseen test data [37]. In this context, the classifier

observes a set of training samples and, following in them, can make predictions about the

categorization of some other new samples presented.

Each classifier has an associated precision that will differ according to the type of data used.

There are several evaluation metrics to compare the classification methods, and each of

them could be useful depending on the kind of problem associated [38]. A receiver operating

characteristic (ROC) chart is a technique for visualizing, organizing, and selecting classifiers

based on their performance. The area under this curve (AUC) is one of the most critical

evaluation metrics that can be applied to choose the best method of classification [39]. In

addition, AUC is among the most commonly used performance metrics in the literature re-

lated to fraud detection. Thus, for comparability with other works, we decided to apply this

metric to assess the models obtained in this work.

This work compares six well-established classification algorithms to detect fraud-related text

within a topic using the AUC criterion.

3.3.3.1 Logistic Regression (LR)

LR, also known as a logistic or logit method, analyzes the relationship between multiple

independent variables and a categorical dependent variable, estimating the probability of

occurrence of an event by fitting the data from a logistic curve.

3.3.3.2 k-Nearest Neighbor (kN)

The kN algorithm was developed from the need to perform discriminant analyses with unk-

nown parametric estimates of probability densities [40]. kN can classify unlabeled observa-

tions by assigning them to the class of the most similar labeled examples [41]. There are

two essential factors related to this classifier. One is the method for calculating the distan-

ce between a sample and others belonging to the most frequent class among the closest

training examples. In most cases, the kN implementation uses the Euclidean distance. The

other factor is to decide how many neighbors (i.e., k) to choose in this algorithm.
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3.3.3.3 Decision Tree (DT)

The DT algorithm solves classification and regression problems in the form of trees. DT

can be updated incrementally by dividing the dataset into smaller datasets (numerical and

categorical), where the results are represented in the leaf nodes [42]. Decision trees are

generally represented as a hierarchical structure that allows a more accessible interpretation

than other methods; each internal node checks an attribute, while each branch corresponds

to the attribute’s value or range of values [43].

3.3.3.4 Random Forest (RF)

RF is a classification method based on several decision trees, which is used to classify a new

instance by majority vote. Each node in the decision tree uses a subset of attributes selected

randomly from the entire original set of characteristics [44]. The correlation between trees

decreases by randomly selecting the features that improve the predictability, and higher

efficiency is obtained as a result [45].

3.3.3.5 Gaussian Naïve Bayes (GNB)

The GNB classifier applies Bayes’theorem, assuming that all attributes are independent. Its

main advantage is that it requires a small measure of training data vital for the characteri-

zation and necessary for classification [46]. The GNB classification is a case of the naive

Bayes method, assuming that there is a Gaussian distribution on the attribute values, given

the class label.

3.3.3.6 Gradient Boosting Decision Tree (GBDT)

The GBDT is based on the decision tree model. It builds the model through gradient aug-

mentation, aiming to boost the combination of several weak and simple classifiers in a given

set. This algorithm trains a new tree model that reduces the error of the whole set. To ensu-

re that the loss function decreases continually in each iteration, the new tree model is built

using the loss function’s negative gradient [47]. Compared with linear regression models,

GBDT can handle different types of variables (continuous, categorical, etc.) and requires
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little data preparation time [48].

3.3.3.7 Support Vector Machines (SVM)

Vapnik introduced SVM as a kernel-based machine learning model for classification and

regression tasks. SVM classifier aims to find a linear hyperplane (decision boundary) that

separates the data to maximize margin. For example, look at a problem of separating two

classes in two dimensions [49, 50]. SVM is a high-precision binary data classification techni-

que that has been widely used in various fields. Let v = {v1, v2, . . . , vm}, an m-dimensional

input feature. We assume that each vi ∈ v is normalized to an interval [0, n] using normaliza-

tion techniques. Let p = {−1,+1} be two different predictions that is, negative and positive.

An SVM classifier is a separating hyperplane with a maximum margin in the m-dimensional

feature space, which divides the m-dimensional feature space into two subspaces, i.e., a

subspace for positive prediction and the other for negative prediction [51].

3.3.4 Neural Networks

A neural network (NN), also known as an artificial neural network (ANN), allows non-linearity

between the characteristic variables and the output signals [52]. A simple NN generally

consists of an input layer, a hidden layer (s), and an output layer. The number of hidden

and output layers is the neural network depth. The term deep learning refers to NN with

considerable depth [53]. In this investigation, the input layer receives the information of the

document probabilities. These belong to a specific topic; the output layer predicts the result,

in this case, whether or not the sample is associated with fraud cases.

3.3.4.1 Deep Learning (DL)

DL is a subfield of machine learning in artificial intelligence based on algorithms that try to

model high-level abstractions in data through the use of multiple layers of processing with

complex structures or composed of multiple non-linear transformations [54]. TensorFlow,

Keras, and PyTorch are the most used libraries for DL. For this work, we will use Keras,

a high-level framework written in Python that provides a second-level abstraction, that is,

instead of directly using the first-level frameworks (Theano, Torch, PyTorch, and Tensorflow).
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We can use a new framework over an existing one and thus further simplify the development

of the deep learning model.

Dense Neural Networks

Dense neural networks (DNN) are also known as feed-forward networks because they avoid

cycle formation. Determining the adequate number of neurons in hidden layers is a compli-

cated issue (done by trial and error) since many neurons can result in overfitting problems.

In contrast, a small number cannot learn from the data [55].

At the output of each layer, we have an activation function. In the next layer, the value of one

of the neurons corresponds to the image of the values of the previous neurons, representing

the non-linearity in a neural network. The output is composed of the selected activation fun-

ctions, commonly non-linear ones, such as sigmoid, hyperbolic tangent, and ReLU, among

others [56].

Convolutional Neural Networks

A convolutional neural network (CNN) is a deep learning algorithm that allows processing

data with local patterns, which is very efficient for image classification [57]. It comprises

an input layer, convolutional layers, and fully connected layers on top. Additionally, it uses

tied weights, grouping layers, and an output layer. This architecture allows CNNs to take

advantage of the 2D structure of the input data [54].

Long Short-Term Memory

Long short-term memory (LSTM) is an improvement of the recurrent neural network (RNN),

which has the problem of the gradient’s disappearance or explosion. LSTM memory blocks

are used instead of conventional RNN units to solve this problem. RNN sometimes fails to

capture long-term dependency in a sequence. Therefore, short-term memory was invented

to solve this problem by recursively applying a transition function to the input’s hidden state,

allowing it to remember and connect the previous information to the current one [58].

LSTM retains a cell state Ct in the time interval t that allows it to learn the formed, stable
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sequential correlations. LSTM controls information flow through the entry gate, forgetting

gate, and exit gate [59].

3.4 METHODOLOGY FOR PREDICTING FRAUD BASED ON THE

FRAUD TRIANGLE COMPONENTS

Our objective is to build predictive models to enable early fraud detection. Thus, our strategy

consists of identifying hidden patterns that might be related to one of the fraud triangle

vertices from the fraud triangle theory. For this, we construct a model to predict whether

a specific phrase belongs to one of these triangle categories. In this line, this strategy is

a novel approach to fraud detection as long as it considers a new semantic view of this

problem.

To detect suspicious patterns related to the vertices of the fraud triangle, we first perform

topic modeling (unsupervised learning) over an unstructured text data set [60]. In particular,

we select the best model obtained from LSA, NMF, and LDA.

Then, based on the coherence value, we determine the appropriate number of topics we

can align with the fraud triangle theory; this involves obtaining the probabilities of documents

belonging to a specific topic.

Based on such topics (or labels) and machine learning techniques, we categorize a sentence

as potentially fraudulent if there is suspicion of it belonging to one of the vertices of the fraud

triangle. This process is illustrated in the first flow chart of Figure 3.2.

Once the probability that a document belongs to a specific topic is calculated through topic

modeling, a balanced dataset is obtained with records labeled as fraud and non-fraud. This

dataset allows training learning models to predict potentially fraudulent behavior. This is

illustrated in the second flow chart of Figure 3.2.

The performance of supervised learning methods applied over this data set is benchmarked

to identify the best-performing one. Finally, the results obtained are analyzed to determine

which technique is most compatible with topic analysis for fraud identification. More details

on the process followed to implement this strategy are provided below.
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Figure 3.2: Methodology used to determine the existence of fraud.

3.4.1 DataSet Generation

Datasets involving fraud-related behavior are scarce due to several reasons, e.g., due to the

confidentiality policies of institutions or due to the sensibility of the personal data included.

Given the restricted access to this information, it is common to use synthetically generated

datasets [61, 62]. Our dataset was created from a dictionary of fraud-related keywords that

were purchased from the company [63]. These keywords are tagged into different catego-

ries, including pressure, rationalization, and opportunity, the three components of the fraud

triangle theory. Starting from several of these keywords related to the fraud triangle theory

and using different online tools to generate sentences, as in [64, 65, 66], the corresponding

sentences, including the selected keywords, were obtained. These tools allow the genera-

tion of sentences based on a specific word with a well-defined grammatical and semantic

structure. Finally, they use a web scraping tool, “Firefox Addon,” which allows us to save

the generated results and export them in CSV format for processing. The process followed

to generate the dataset is shown in Figure 3.3. Additionally, following the same procedure,

77



several documents not related to fraud were generated in the same proportion as those re-

lated to fraud, with the only difference being that, for this case, keywords not related to this

phenomenon were chosen, thus obtaining a balanced dataset.

Figure 3.3: Flow diagram used for the generation of a synthetic dataset.

The next step is to analyze the data and identify their characteristics to classify their main

parameters, which must be retained for the early detection of suspicious behavior related to

fraud.

3.4.2 Data Preprocessing

The raw representation of the dataset needs to be changed to be more suitable for topic

modeling. With this aim, we use NLTK (Natural Language Toolkit), a Python library that

implements some of these preprocessing phases: sequential tokenization, homogenization,

cleaning, and vectorization [67]. Next, we describe them.

3.4.2.1 Tokenization

Tokenization is key for text processing. It consists of changing the representation of the

dataset so that it can be more easily processed. With this aim, tokenization involves divi-

ding a document into its words (tokens). This was implemented using Python through the

word_tokenize function [68] from the nltk.tokenize package.

3.4.2.2 Homogenization

Homogenization entails adapting the dataset by eliminating certain parts of words and sen-

tences that do not contribute to the semantic analysis of the text. Some of these activities
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are described below.

a . Change all tokens to lowercase. This is implemented by the Python lower function.

b . Remove non-alphanumeric items. To identify non-alphanumeric characters, we use the

Python isalnum function.

c . Obtain the word lexeme (lemmatization). Lemmatization turns words into their lem-

ma/lexeme form (for example, “runs”, “running”, and “ran” are all forms of the word

run, and therefore “run” is the lemma of all these words). When obtaining lexemes,

word sets are uniquely represented. In this way, the semantic meaning of the words

is associated with the same lexeme. For this, we use the lemmatize [69] function of

WordNetLemmatizer from NLTK.

3.4.2.3 Cleaning

It is essential to mention that there will be sets of words that do not add semantic value to

documents. The cleaning process is based on eliminating less relevant words, that is, those

that provide less information. For example, articles, prepositions, or conjunctions are words

of little relevance. The stopwords list function [70] provided by NLTK is used to identify

these words and to remove them.

3.4.2.4 Vectorization

Vectorization entails obtaining a numerical representation of the words or phrases of a data-

set. Vectorization aims to extract more useful information when processing natural language

text, e.g., through LDA.

LDA topic modeling requires vectorized documents. To implement vectorization, we use the

gensim library. The dictionary function belonging to this library allows building a dictionary

containing all the tokens that appear in the corpus and assigning them an identifier. We

use both this dictionary and the function doc2bowse [71] that converts documents to a word

bag representation. The corpus is constructed in the format necessary to carry out topic

modeling through algorithms that implement LDA.
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3.4.3 Quantitative Evaluation of Topic Modeling Algorithms

The most relevant and used topic modeling methods are LSA, NMF, and LDA. In related

research, it was observed that the effectiveness of these algorithms differs in terms of the

amount and type of data to be processed. In most cases, and particularly for large data-

sets, LDA proved to be more efficient than other methods when identifying coherent to-

pics [72, 73]. In more specific cases, NMF outperformed the others [74]. In general, NMF

and LDA are similar, but LDA seems to be more consistent [75]. Although the use of LDA has

become popular when handling big unstructured data, selecting the best option for topic mo-

deling might depend on the particular data being processed. Consequently, benchmarking

the efficiency of these algorithms in this context is required. First, we identify the appropria-

te number of topics based on the resulting coherence value of each model. This approach

enables us to analyze the performance of the topic mentioned above modeling algorithms

and, in particular, to identify the one that more concisely and coherently learns such topics.

Having identified the k parameter (number of topics) for models obtained from LDA, NMF,

and LSA, we select the algorithm offering the highest coherence value, which identifies the

end of the rapid growth of coherence between topics, thus offering meaningful and interpre-

table topics. From this analysis, a quantitative evaluation of the topic modeling techniques

is carried out, which consists of measuring the coherence of the topic C_v over a model’s

topic and topic–article assignment output, which will indicate an approximate measure of the

quality of that result.

3.4.4 Selection of the Topic Modeling Algorithm

After obtaining topic models based on LDA, NMF, and LSI from the dataset, we evaluate

the consistency of the sets of words generated by each and determine the efficiency of

classifying them into a specific topic. Each topic groups the most representative words for a

given subject. We compare the sets of words obtained by the models and their distribution,

prevalence, and structure. This analysis enables us to find the method that more accurately

identifies the dataset’s topics. Once the model with the best performance is identified, it

is checked whether its value k = 9 is the most appropriate. If this is the case and non-

overlapping topics are found, that is, a coherent structure of particular topics, this would be

an appropriate value of k. Otherwise, we will manually identify another value of k that meets
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a suitable distribution of topics based on visual inspection of the topics found.

Afterward, we obtain the modeling of the topics corresponding to this k value. Here, we

analyze the distribution of words corresponding to each topic and identify the words related

to fraud that are more representative or dominant; the objective is to find a relation between

the context of each topic and the vertices of the fraud triangle. Then, from the LDA model,

we obtain the probabilities that the documents in the data set belong to a specific topic. Each

of these probabilities may represent a metric to categorize a document as being potentially

related to fraud. Nevertheless, such probabilities themselves also serve as an interesting

new representation of the dataset. From this representation, we extract smaller datasets,

each of which groups documents associated with a (dominant) topic, i.e., a topic to which

the documents belong with the highest probability.

3.4.5 Methodology of Evaluation

Because the dataset was synthetically generated, it is possible to identify a priori fraud-

related phrases, label them accordingly, and then show how accurate a classification method

is when predicting fraud activities. It is necessary to identify which model best fits the analy-

sis of topics in the context of the dataset, its size, and its characteristics. When analyzing the

performance of traditional machine learning and deep learning models, traditional classifiers

can generally learn better than deep learning classifiers if the dataset is small. On the other

hand, deep learning models might obtain a performance boost when working over larger

datasets. We evaluate both approaches since the intrinsic characteristics of a dataset could

affect their performance.

Once behavior patterns related to fraud are identified through the topic analysis and pro-

bability distributions generated, we have a dataset that can be analyzed using classification

methods and neural networks. We aim to evaluate how accurate the prediction of these mo-

dels turns out to be. The most common classification and deep learning methods are used

to identify which alternatives have better performance.

The analysis of both techniques is carried out using the ROC curve graph; this allows us to

visualize, organize, and select classifiers based on their performance using the AUC para-

meter that depicts the quality of classification methods.
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3.5 RESULTS AND DISCUSSION

This section presents the results obtained from testing our fraud detection mechanism in a

case study. From our view, such results show its effectiveness. Details on data collection and

processing are provided, followed by experiments on supervised and unsupervised model

learning and the analysis of such results. Finally, the practical implications of the method

and the findings are discussed.

3.5.1 Probability Distribution Generation

In this first scenario, we present the results from analyzing our synthetic dataset to find

patterns related to the fraud triangle theory, which is the proxy we use to detect potential

fraud-related behaviors.

3.5.1.1 Optimal Number of Topics

When topic modeling is used, it is essential to determine the number of topics (k) that best

capture the trends in potentially fraudulent messages. We constructed several models based

on LSA, NMF, and LDA with different values of k, and those with the highest coherence score

were selected. Choosing several k topics associated with the maximum resulting coherence

generally offers the most appropriate topics.

To obtain the coherence value of different models, scikit-learn and gensim Python libra-

ries were used. Gensim does not have an implementation of NMF, so it was used only to

implement LDA and LSA. scikit-learn offers a solution for NMF, allowing it to obtain the

required coherence value.

The coherence validation for the different numbers of topics is shown in Figure 3.4. In the

three models (LSA, NMF, and LDA), we can observe that the coherence value increases as

the number of topics increases, demonstrating that the patterns in data are better captured

with a higher number of topics. For the three models, the coherence value gradually increa-

ses to a certain k. For LSA, we obtained the highest coherence value when k = 4. For NMF,

k = 8 resulted in a coherence value of 0.9143. LDA obtained the highest coherence value

(0.6164) for k = 9. For higher values of k, for all three cases, coherence fluctuates indetermi-
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nately. This result implies that establishing a higher number of topics does not necessarily

imply better performance. Instead, the time necessary for their calculation increases.

Figure 3.4: Comparing the techniques (LSA, NMF, and LDA)—highest coherence score.

NMF showed the highest coherence score, followed by LDA and LSA, respectively. NMF

classified large numbers of phrases on a specific topic. On the other hand, LDA was able to

better distribute phrases along with all 9 topics, according to Table 3.1.

Table 3.1: Highest values of coherence obtained from the three models.

Models

LSA NMF LDA

Coherence Values 0.4735 0.9143 0.6164

To analyze the behavior in the distribution of the topics, based on the values of k we tested,

Tables 3.2–3.4 show the 10 most relevant keywords of the analyzed models associated with

their related topic. Four topics were discovered using LSA, and some of the words grouped

in topics overlap; this is because the dimension of latent themes depends on the range of the

corresponding matrix (see Section 3.3), and this limit is exceeded. Additionally, LSA cannot

capture the different meanings of words, offering less precision when distributing words in

each topic. Table 3.2 depicts how words are clustered into topics (context) when using LSA

and illustrates how some words are repeated for some topics, which is evidence of the

problem of capturing the meaning of words. We use words in color to visually represent this
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phenomenon.

Table 3.2: Collection of topics and the top 10 keywords of the corresponding topic represented by
the LSA model.

LSA

T1 T2 T3 T4
problem debt be job
economic public scare lose
debt problem job be
social economic lose scare
political country go ill
face private know would
solve service get scared
country include care want
serious reduction think work
issue stock people earning
people total deserve get

In the case of NMF, the overlapping of words along topics is also evident, as depicted in

Table 3.3. Since more topics are involved with NMF, the repetition of words would have a

less negative impact than with LSA. Note that the repetition of words may also be due to a

too-high value of k.

Finally, as shown in Table 3.4, the LDA model best groups words in topics since none of such

words are repeated; this might entail a more consistent distribution of words along topics.

Since LDA behaves better on topic modeling in this particular context, we next evaluate this

algorithm to detect potential fraud activities.

3.5.1.2 Application of LDA Model

The number k of topics is an input parameter to obtain an LDA topic model. Determining the

adequate value of k is critical for the model’s performance. For our particular scenario (fraud

detection using the fraud triangle theory), intuitively, the ideal number of topics embedded

in the dataset is 3, corresponding to the vertices of the fraud triangle (pressure, opportu-

nity, and reasoning). However, from the coherence analysis described previously, 9 is the

excellent value of k.

Such overlapping could also be analyzed through an intertopic distance map, e.g., that pro-

vided by the pyLDAvis Python library. pyLDAvis depicts an interactive, visual representation

of an LDA model through bubbles that represent the topics in a semantic topic space. Then,

the closer the bubbles are to each other, the more semantic similarity they share. This map

facilitates the understanding of the topic-term relationships in an adjusted LDA model and
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Table 3.3: Collection of topics and the top 10 keywords of the corresponding topic represented by
the NMF model.

NMF

T1 T2 T3 T4 T5 T6 T7 T8

debt economic tom system scared review job easily
public problem mary failure people period lose accessible
external problem big error know currently get hotel
countries social think file got keep want public
sustainability political want data really kept temporary transport
private issue know case something matter steal information
restructuring serious going power think committee work car
total countries told due away earnings deserve bus
reduction people help event look countries going foot
management country thought computer get board need city

Table 3.4: Collection of topics and the top 10 keywords of the corresponding topic represented by
the LDA model.

LDA

T1 T2 T3 T4 T5 T6 T7 T8 T9

steal review poor want people big make economic problem
later think child deadline know use care weakness debt
support time need failure evacuation exploitation job ill fair
say fix inadequate year deserve right work life abuse
just help insufficient temporary unethical labor compensation leave easily
tell come country day issue family lose feel accessible
woman look supervision man cause friend good face case
live scare really old situation different earning thing car
currently like money ask away girl way great information
period world school change abuse hope new social food

offers additional information about other perspectives on the applied model [76].

We tested the intertopic distance map in Figure 3.5 for different values of k, and we found an

evident overlapping of topics for k = 9. In contrast, for k = 4, this representation depicted in

Figure 3.5b showed topics adequately separated from each other. These four topics would

be in line with the categories associated with the three components of the fraud triangle plus

a fourth topic grouping other words.

To validate that k = 4 is the number of topics that best behave according to the manual test

described above, we use Algorithm 1 to adjust the hyperparameters (Dirichlet alpha and

beta) of the LDA model. After testing different hyperparameters, we find that with the alpha

and beta values of 0.91 and 0.31, respectively, k = 4 is obtained, which is the value for which

the LDA model obtains the highest coherence of 0.5713.

Once the LDA model is obtained from the dataset, words are manually labeled with the four

resulting topics according to the context of fraud, such as pressure, opportunity, rationali-

zation, or others. This categorization is graphically depicted in Table 3.5. Labeling topics
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makes it possible to interpret the corpus and identify the theme implicit in this dataset. The

interpretation of a topic can be achieved by examining a ranked list of the terms in each topic

[77].

(a) (b)

Figure 3.5: Intertopic distance map for k = 9 and k = 4. (a) 9 topics. (b) 4 topics.

To illustrate how the words from the dataset are distributed along with the four topics. We

organize such words by topic and prevalence in Table 3.5. In addition, since each word

related to fraud in our dataset is originally labeled with its corresponding vertex from the

fraud triangle, we color each word in Table 3.5 according to such a vertex. Words unrelated

to the vertices are not colored. We can see that topics obtained from the LDA model might

not reflect the vertices of the fraud triangle since the words within each topic are distributed

through different components of the triangle.

Although the LDA model may not cluster words in topics following the components of the

fraud triangle, the probabilities that phrases belong to such topics, provided by the model,

are helpful to feed a classification algorithm to detect a fraud-related phrase.

3.5.2 Detection of Phrases Related to Fraud

To detect fraud, we represent our original dataset with the probabilities that the documents

belong to each topic (obtained from the LDA model). We also labeled each record with 1
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Algorithm 1 Algorithm to find the value of k that maximizes the coherence of an LDA model
by testing different values of hyperparameters.

Require: Function ccv that compute coherence values
Input: min_topics =4, max_topics = 10, step_size = 1
Output: Csv format file containing results

1: Initialization α = [0.01, 0.31, 0.61, 0.91, ’symmetric’, ásymmetric’]
2: Initialization β = [0.01, 0.31, 0.61, 0.91, ’symmetric’]
3: TR = range(min_topics, max_topics, step_size)
4: for k ∈ TR do
5: for a ∈ α do
6: for b ∈ β do
7: cv = ccv(corpus, id2word, t, a, b) {finding the}
8: model_results[Topics].append(k)
9: model_results[V.Alpha].append(a)

10: model_results[V.Beta].append(b)
11: model_results[Coherence].append(cv)
12: end for
13: end for
14: end for

or 0 to indicate whether it is related or unrelated to fraud, respectively. This new dataset

representation was used as input for different classification algorithms whose models could

be used to detect fraud-related documents.

We specifically selected the documents grouped in each topic and its fraud-related/fraud-

unrelated flag to build corresponding datasets (T1, T2, T3, and T4) that served as input for

several classification algorithms.

Next, we discuss the process of building such classification models and the results of as-

sessing them.

3.5.2.1 Classification Algorithms

From the previously described datasets, we built classification models to unveil the trends

that would enable us to say whether a new document is related or unrelated to fraud. We

tested several classification algorithms to reveal which of them performs better with this

particular set of data and, in general, if our approach to detecting fraud would be feasible in

practice.

The use and selection of an adequate classification method are directly related to the in-

formation’s characteristics. Within the spectrum and analysis of classifiers, the distinction

between linear and non-linear models was made, taking into account the characteristics of
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Table 3.5: Most prevalent words from each topic related to the fraud triangle in our dataset. Words are
colored orange, blue, and green, representing the vertices pressure, rationalization, and opportunity,
respectively.

Topics

T1 T2 T3 T4
review debt problem want
care think economic know
poor later make job
steal fix big work
temporary just people lose
say tell abuse support
new inadequate fair deadline
man look compensation help
really failure child come
insufficient weakness good time
state ill earning exploitation
money unethical easily deserve
issue life accessible scare
evacuation world country right
leave try need like
woman let way day
year talk pay use
long old school scared
change feel home ask
period place thing car

each of these and the nature and quantity of the data. Specific differences between these

two concepts can be mentioned. The linear ones are simple and easy to handle, and the

fact that they have low computational consumption makes them ideal for use in topics such

as automatic text classification. On the other hand, the non-linear ones directly related to

neural networks assign data in higher-dimensional spaces [78].

3.5.2.2 Comparison of Classification Models

Depending on the information involved, learning algorithms may behave differently. Thus,

we next comment on how these algorithms perform for the specific scenario proposed in this

work. The process we followed for such evaluation is described in the following tasks:

❖ We preprocessed the information by dominant topic, importing the LDA data, and la-

beling the documents, to later be transformed into CSV format.

❖ Training was carried out after selecting a portion of data for testing (20 %) and another

for training (80 %). The dataset was divided into four subsets, where the first was used

to train the algorithm with the corresponding attributes, and the second was used to

test the attributes. The third is made up of the labels related to the training set, and the

fourth contains the labels corresponding to the test set.

88



❖ Finally, we evaluated and compared different classifiers (linear and no-linear algo-

rithms vs. neural networks).

3.5.2.3 Classifier Performance

To benchmark these different classifiers, choosing a corresponding metric is critical. For this

work, we selected AUC since it is very popular and adequate when we care about ranking

predictions and not necessarily about obtaining well-calibrated probabilities [79]. Particularly,

if classes are balanced, and there is no certainty that the classifier chose the best decision

threshold, it is best to select AUC, which is equivalent to the probability that the classifier

will assign the highest score to the relevant classes compared to the irrelevant ones [80]. As

described in Section 3.3, ROC is a curve that represents the true positive rate vs. the false

positive rate, where the area determines the model’s performance under such a curve. The

closer the AUC score is to 1, the better the model distinguishes between classes. On the

other hand, if it is closer to 0.5, the model performs just as well as a coin toss.

For our work, we use the ROC curve to depict the performance of different machine learning

models when classifying documents as being related or unrelated to fraud. The results can

be seen in Figure 3.6, but are also presented in Table 3.6.

Table 3.6: Performance, measured with AUC, of different machine learning models when classifying
a document as related or unrelated to fraud. T1, T2, T3, and T4, correspond to each dataset, where
a topic learned from LDA is dominant.

Classification Method’s
Predictive Accuracy

Mean
T1 T2 T3 T4

Logistic Regression: AUC 0.83 0.64 0.68 0.65 0.70
Random Forest: AUC 0.88 0.77 0.80 0.79 0.81
GNB: AUC 0.86 0.70 0.74 0.73 0.76
Gradient Boosting: AUC 0.89 0.77 0.79 0.79 0.81
k-NN: AUC 0.86 0.72 0.76 0.74 0.77
Decision Tree: AUC 0.80 0.71 0.73 0.75 0.74
SVM: AUC 0.86 0.70 0.75 0.74 0.76

These results show that random forest and gradient boosting obtain the best performance

with a mean AUC of 0.81. Interestingly, k-nearest neighbors, GNB, and SVM also perform

well with a mean AUC higher than 0.75. These results suggest that our approach to detecting

fraud-related activity, based on identifying topics with LDA, might be feasible in practice when

building machine learning models.
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(a) (b)

(c) (d)

Figure 3.6: ROC curves of different classifiers for the datasets related to the dominant topics. SVC
is the function in Scikit-learn, to implement SVM. (a) Topic 1. (b) Topic 2. (c) Topic 3. (d) Topic 4.

3.5.2.4 Deep Learning

Given their popularity and power, we also assessed deep learning models when classifying

documents as related or unrelated to fraud. We tested the dense neural network (DNN),

convolution neural network (CNN), and long short-term memory (LSTM). As with classical

machine learning classifiers, we used the ROC curve as the performance metric. The results

of measuring such performance when using neural networks are illustrated in Figure 3.7.

The best-performing DNN has three layers and achieves an average accuracy of approxi-

mately 68 % for the four topics analyzed. A sequential model was used because the network

consists of a linear stack of layers. We represent the input layer that implements the ac-

tivation function and the number of input dimensions that the network will have; there are

ten predictors in our case. This process is then repeated for hidden layers but omits the
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input parameter. The activation function used is a rectified linear unit or ReLU, which is the

most used activation function because it is not linear and cannot activate all neurons simul-

taneously. We created the output layer with two nodes because two output classes, 0 and 1,

correspond to being related to fraud and unrelated to fraud.

A one-dimensional CNN was also configured, including filters and a convolution operator

to reduce the parameters. It did not offer adequate performance for classification, reaching

an average precision of about 69 % for the topics analyzed. The recurring network did not

achieve the same level of precision as simple dense networks.

Finally, the best-performing LSTM network was a two-layer network with 64 hidden drives.

Its accuracy was about 67 %. LSTMs exceed this average when information must be stored

for an extended period.

In any case, the performance reached by deep learning models is lower than that of machine

learning classifiers. This might not be the case if more data are involved in our scenario since

deep learning is known to perform much better when models are built from big data.

The AUC values obtained from the different ROC curves corresponding to the deep learning

algorithms analyzed, when classifying a document as being related or not to fraud within

each dataset T1, T2, T3, and T4, identify that there is not much difference between the mo-

dels evaluated with similar average performance percentages between them (DNN = 0.68;

LSTM = 0.679), with a slight superiority of DNN with 0.69.

3.5.2.5 Comparative Analysis

First, in this subsection, we compare the performance of linear classifiers and neural net-

works when applied to this scenario. The most efficient classification methods were RF

and GB, averaging an AUC of 81 %, as shown in Table 3.6. On the other hand, in evalua-

ting the models related to neural networks, it was determined that they have similar per-

formance; DNN slightly exceeded the others with a 1 % difference, obtaining an AUC of

69 %. Based on these results for the present case study, it is shown that the classification

methods’performance is better when making predictions, outperforming deep learning mo-

dels.

Regarding the performance of our approach compared with that of other works, there are

serious issues that complicate the reproduction of their experiments when using other tech-
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(a) (b)

(c) (d)

Figure 3.7: ROC curves of different neural network algorithms for the datasets related to the domi-
nant topics. (a)Topic 1. (b) Topic 2. (c) Topic 3. (d) Topic 4.

niques. The most critical issue is the restricted availability of the datasets used in such works,

commonly due to privacy concerns. Thus, assessing our approach directly against those of

other works is an intricate task, all the more considering that ours is a novel method for

detecting fraud-related behavior. Given this pitfall, we performed an additional experiment

that enables comparison with the results of our work. This experiment incorporates a ba-

seline method of topic modeling and further compares its results with those obtained with

our method. This baseline method was originally oriented to detecting spam, but the classi-

fication logic is similar to detecting fraud. Thus, we applied this strategy to our dataset and

compared the AUC obtained with our approach. The baseline method obtained an AUC of

0.68, whereas our fraud triangle-based approach obtained an AUC of 0.81, suggesting that

our proposal is valid.
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3.6 CONCLUSIONS

Fraud and all its variants as a social phenomenon is a latent security risk in any environ-

ment, so its analysis and study are necessary, especially investigating measures for its early

detection and providing alternatives for its mitigation. This research made it possible to de-

termine suspicious behavior by using topic modeling and the fraud triangle theory to identify

patterns related to fraud within a dataset.

This evidence is related to the vertices of the fraud triangle theory (pressure, opportunity, and

rationalization), supporting the presence of this type of behavior for later analysis. The lack

of access to information that evidences the existence of fraudulent behaviors was a critical

factor in the development of this work since it forced us to generate a synthetic dataset.

Furthermore, an analysis of the three most popular algorithms for topic modeling (LDA,

LSA, and NMF) was performed. LDA was the most effective in identifying latent themes in

the study corpus and provided more “consistent” topics.

A graphical analysis of the inter-topic distance revealed that allocating documents in four to-

pics resulted in a more coherent dataset interpretation. In addition, a new representation of

the dataset, in terms of the probabilities of the documents belonging to each topic, was used

to feed several classification algorithms to detect documents related or unrelated to fraud.

After assessing linear machine learning and deep learning algorithms, we found that so-

me of the former were the best performers and obtained interesting results from AUC. This

suggests that our approach based on the fraud triangle theory to detecting fraud-related ac-

tivity is feasible under the proposed scenario. In addition, the effectiveness of deep learning

models could be improved if more data are used as input.

As noted, this work’s novelty lies in combining a machine-learning mechanism with a socio-

logical model to detect fraud-related behavior. As far as we know, such a model, the fraud

triangle theory, is not used as a reference frame in any other work. Thus, our approach

might pave the way for addressing this problem from different perspectives, especially for

incorporating other multidisciplinary approaches.

93



3.6.1 Future Work

Due to the lack of public fraud-related data, which is key to studying fraud, an avenue of futu-

re work involves collecting more such data to feed machine learning algorithms. In addition,

if this were real data, the findings described here could be confirmed in practice.

Undoubtedly, the fraud triangle theory is not the only one that tries to explain the source of

fraud. Future work could be inspired by other sociological theories looking to improve the

results described in this work.

Regarding text mining, we planned to apply other topic modeling techniques to improve the

precision when clustering words in topics, thus contributing to the efficiency of the algorithms

applied for detecting fraud-related behavior. In addition, since AUC evaluates all possible

cut points, even unsuitable in practical fraud-detection applications, we will focus on other

metrics, such as partial AUC.
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4.1 ABSTRACT

Fraud is defined as any purposeful or deliberate act, including cunning, deception, or other

unfair means to deprive someone of property or money. Nowadays, fraud-related activities

are growing dizzyingly, causing substantial annual economic losses. For an adequate analy-

sis of this phenomenon, it is necessary to have data that evidences this behavior. Even so,

given that these data are scarce and difficult to find, generating synthetic data for their study

is a viable option. We designed two algorithms to generate text to create a synthetic dataset

for fraud analysis. These algorithms rely on the Fraud Triangle Theory proposed by Donald

R. Cressey and use Recurrent Neural Networks (RNN) and Long Short-Term Memory Net-

works (LSTM), respectively. The datasets generated were analyzed from the semantic point

of view, giving a score about their readability and grammar consistency. The results obtained

from this evaluation indicate that the data generation architecture proposed using the LSTM

algorithm provides better performance in sentence readability (efficiency greater than 70 %)

than RNN (less than 40 %). With LSTM, it was possible to synthesize a comprehensive da-

taset related to the fraud triangle’s vertices. This will make it easier to investigate fraudulent
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actions that are linked to human behavior. We will present a fraud predictor system based

on machine learning techniques in the future.

KEY WORDS: Fraud triangle theory; machine learning; deep learning; LSTM; RNN.

4.2 INTRODUCTION

Fraud includes any intentional act to deprive another of property or money through cunning,

deception, or other unfair acts. According to the Association of Certified Fraud Examiners

(ACFE), fraud is using one’s occupation for personal enrichment through the deliberate mi-

suse or misapplication of the employing organization’s resources or assets [1].

The Fraud Triangle Theory explains the factors that create fraud conditions to be considered

within human nature. Cressey [2], a leading expert in criminal psychology, investigates the

reasons behind the question of why do people commit fraud? Besides, he determines that

fraud commitment is motivated by the following three elements: pressure, opportunity, and

rationalization, which must be present consecutively to provoke the desire to commit fraud.

Based on his research, he introduces the concept of “Fraud Triangle Theory.” Information

with evidence of fraudulent activities associated with the fraud triangle, in which communi-

cations related to pressure, opportunity, and rationalization are observed, is incipient in the

scientific community, except for studies carried out by private entities such as the Federal

Bureau Investigation (FBI) and ACFE. They have managed to obtain data related to these

topics from their investigations.

Fraud-related data is necessary to generate fraud mitigation strategies. Violations of copy-

right and intellectual property have limited the availability of actual datasets. A valid option

for obtaining fraud data is synthetic data generation due to the difficulty of obtaining this sen-

sitive information. According to many experts, synthetic data is the key to making ML and

AI faster and their algorithms more accurate in predicting fraudulent behavior, especially

when real data is expensive to obtain or difficult to access [3]. Therefore, we will analyze

deep learning techniques to show the application of the Long Short-Term Memory (LSTM)

and Recurrent Neural Network (RNN) algorithms, commonly used for generating specific

synthetic datasets practically and efficiently. The datasets obtained will be subjected to per-

formance tests. Specifically, they will be compared using the Readability tool, which eva-

luates the text’s coherence and provides score values between 0 and 100. Afterward, we
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will apply the arithmetic means to all the fraud triangle vertices (Pressure, Opportunity, and

Rationalization) to identify the most accurate and efficient algorithm.

Many areas of study use synthetically generated data, from data mining to software enginee-

ring and artificial intelligence. For example, Demillio and Offut [4] presented a fault-based

technique to create data for a software module’s unit tests. In the field of evolutionary com-

puting, it is also possible to find works on genetic algorithms to generate data suitable for

tests [5] [6].

Albuquerque et al. [7] presented a framework for generating high-dimensional data. Using

the graphical interface, the user can build a unified database for his application through

statistical distributions with user-defined properties.

Wang et al. [8] present a new approach to generating synthetic data, in which the user de-

signs the desired data by hand, and the system calculates the generator model from the

user’s designs. Kwon et al. [9] used drawing interactions to visualize high-dimensional da-

ta according to the users’domain knowledge. Liu [10] created a synthetic data generator to

evaluate the learning of classification rules. Similarly, researchers have proposed database

synthesizers to analyze data mining tools [11] [12] [13]. However, these generators are spe-

cific to a problem tool or context, limiting large-scale use in other areas. Other works created

a free dataset generation system for many areas as an alternative to systems from market

applications [14].

Some approaches are dedicated to generating synthetic network data [15] [16]. For example,

Brodkorb proposed a network data generator with geographical locations attached to nodes.

In this way, the generated data can be displayed interactively on a map, where the user can

explore the developed network and adjust the results later. Can Yang et al. [17] propose a

custom channel recommendation framework with dynamic data provisioning through deep

learning of historical channel switching sequences in systems IPTV Internet Protocol Tele-

vision (Internet Protocol Television), for the dynamic generation of a list of recommended

channels for each user through an LSTM Long Short-Term Memory network (Long-Short

Memory Networks Term).

Regarding multimedia applications, Hosler et al. [18] use Convolutional Neural Networks

(CNN) plug-ins to merge activations of multi-patch neurons to represent the camera mo-

del´s identification at the video level. So, the video authentication and camera identification

data are used as a training base to generate a carefully constructed collection of videos to
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develop and evaluate algorithms to identify video camera models. Zhou et al. [19] create a

dataset that includes fixations of 10 observers on 1,900 images degraded by 19 types of

transformations. It uses the latest data on the transformed images, called data augmenta-

tion transformation (DAT), to train deep salience models. Altaheri et al. [20] use techniques

based on deep learning to classify the fruit according to the date of harvest with an accuracy

of 99.2 %. Using the Google search engine, they create a dataset of four types of dates.

Furthermore, they propose a real-time machine vision framework for fruit-picking robots ba-

sed on the picking date in an orchard environment based on deep learning.

Regarding medical applications, Argha et al. [21] used machine learning techniques to es-

timate systolic and diastolic blood pressure (SBP and DBP). They design a deep neural

network (DNN) classification model to extract artificial features to estimate SBP and DBP.

Zhu et al. [22] create a large-scale biomedical keyphrase dataset to assess system perfor-

mance. The semantic web results are merged into the biomedical dataset to participate in

the neural network training process, and further related information is considered to gene-

rate critical phrases. This proposal is the closest to the research topic but with a different

approach.

4.3 THE MATERIALS AND METHOD

This section provides an overview of three essential components to generate a synthetic

dataset for fraud study: The fraud triangle, the advantage of synthetic datasets, and a short

review of neural networks as a tool to generate new text.

4.3.1 Fraud Triangle Theory

Criminal psychologist Donald R. Cressey [23] proposes a model that explains the possible

factors that cause someone to commit fraud. This theory, known as the Fraud Triangle, com-

prises three elements: pressure, opportunity, and rationalization (Fig. 4.1), determining pos-

sible fraudulent behavior. Combining these factors, pressure, opportunity, and rationalization

increases the probability of committing fraud. There must be a “pressure” or “incentive” com-

monly related to financial or other needs to commit fraud. When conditions are right, there is

the “opportunity” for fraud to occur. A lack of security, weak internal control systems, or un-

clear policies are examples of situations that lead to these circumstances. People commonly
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“rationalize” committing a fraudulent act [24].

Some people possess an attitude, character, or set of ethical values that allow them to

commit dishonest acts knowingly and intentionally. However, even honest individuals can

commit fraud in an environment that places sufficient pressure on them. The greater the

incentive or stress, the more likely a person will be able to rationalize the acceptability of

committing fraud.

Figure 4.1: Fraud Triangle Theory proposed by Donald R. Cressey (Pressure, Opportunity, and Ra-
tionalization

Obtaining data from fraud is challenging because most information is confidential. Therefore,

synthetic datasets must be considered to develop tools to prevent this crime.

4.3.2 Synthetic Dataset

Rubin [25] was the one who initially proposed the concept of synthetic data through the

multiple imputations of a complete set of data, with the objective that no real data would be

published. As an alternative to this proposal, a method was introduced that replaces only

some observed data characteristics, called partially synthetic data. Because the fully and

partially synthetic data lacks original data, it is much less likely that sensitive information will

be revealed compared to the original data [26].
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The main purpose of a synthetic dataset is to be versatile and robust enough to be useful

in training ML models, as the term “synthetic” suggests the synthetic datasets are genera-

ted through computer programs rather than being made up of documentation of real-world

events. The creation of these is more profitable than the data collection of the real most

of the time since it minimizes the operations’time, cost, and risk. Besides, some research

shows that it is possible to obtain the same results using synthetic data as real-world data

[27].

An essential feature in generating a synthetic dataset is guaranteeing proper representation

of all elements. Therefore, we need a tool to balance a dataset. Random subsampling Pi-

ne aims to balance the distribution of classes by randomly eliminating examples of majority

classes. The goal is to balance an unbalanced dataset. The main drawback of random sub-

sampling is that this method can discard potentially valuable data that could be important

for text generation, which involves training a logic model representing a known dataset [28].

As long as the sample is obtained randomly, it can be used to estimate the data distribution

where they were obtained. Therefore, it is feasible to approximate the target distribution by

learning from the sample. However, once we subsample the majority class, the sample can

no longer be considered random.

4.3.3 Neural Networks

Deep learning (DL) is a subfield within machine learning inspired by the biological process of

neural networks that outperforms conventional deep learning algorithms. DL is a computatio-

nal model composed of multiple layers of processing that learn from data representations

with multiple abstraction levels. It extracts more abstract features from a more extensive

training dataset, mainly without human supervision [29]. Deep neural networks (DNNs) can

perform a profound hierarchical transformation of input data. As a result, they have been

found to have better performance and more rendering power than shallow neural networks

[30].

Neural Networks (NN) are computational models that emulate humans’specific characte-

ristics, such as memorizing and associating facts. They are just an artificial and simplified

model of the human brain, which is the perfect example of defining a system capable of

acquiring knowledge through experience [31].
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4.3.3.1 Recurrent Neural Network

Recurrent Neural Network (RNN) appeared in the 1980s. One of these networks’most fa-

mous applications is neural machine translation; around 2014, it was a fantastic breakth-

rough. The NN only acts in a forward direction, from the input layer to the output layer,

without remembering previous values. The RNN is similar but includes connections that

point backward, a kind of feedback between neurons within the layers [32]. The simplest

RNN is composed of a single neuron that receives an input, produces an output, and sends

that output to itself.

RNN is a neural network designed to analyze data streams using hidden units. The output

depends on previous calculations in applications such as word processing, speech recog-

nition, and DNA sequences. Since RNNs deal with sequential data, they are well-suited for

processing vast amounts of data. RNN is the first algorithm to remember the input due to

internal memory, making it suitable for machine learning problems involving sequential data.

They have a meaningful representation to keep information about the past tense. The out-

put produced in time ti affects the parameter available in time ti + 1. In this way, the RNNs

maintain two input types, the current and the recent past, to produce the new data output.

RNNs also face the problem of the disappearance or explosion gradient (a problem is found

in the learning process that occurs in networks with a certain number of hidden layers (in-

termediate layers, that is, that are between the input data and the final output or response

from the network) [33].

4.3.3.2 Long-Short Term Memory

Long-Short Term Memory (LSTM) is an extension of recurrent neural networks proposed to

solve the RNN scatter gradient problem. These networks have more benefits than traditional

RNNs because they can maintain long-term relationships by expanding their memory to

learn from meaningful experiences that have happened long ago. LSTMs allow remembering

the entries over a long period. Because it contains its information in memory, which can be

considered as a computer’s memory, in the sense that a neuron of an LSTM can read, write,

and erase information from its memory [34]. There are two areas where an LSTM cell differs

from the standard recurring layer. First, the cell state is divided into two parts: the short-term

h(t) and the long-term c(t). Second, three control gates are added along with the state path:

109



the forget gate, the input gate, and the output gate regulating the cell states. The forget gate

f(t) controls the long-term removal of information from the previous long-term state c(t−1).

Input gate i(t) controls the addition of information from the current output g(t) to the current

long-term state c(t). The output gate o(t) controls the formation of the short-term current state

h(t) using the long-term current state information c(t) [35], as can be seen in Fig. 4.2.

Figure 4.2: Structure of an LSTM cell

In certain circumstances, it is preferable to have real data to show fraud. However, due

to the absence of data or insufficient data for the analysis, synthetic data generated by

a simulating system becomes a suitable alternative. The generation of synthetic data is

a complicated task. It requires much time for its execution, so it is necessary to use an

adequate methodology that optimizes the work and establishes a procedure that enables

the tasks to be executed. In our case, the activities and steps necessary to carry out the

data generation process are directly related to the behavior of a person who intends to

commit fraud so we will use the methodology proposed by Lundin et al. [36] to adapt it to

our needs, as can be seen in Fig. 4.3.

In the first instance, data is collected to serve as a baseline for subsequent analysis and use;

these data must include the necessary characteristics representing the expected behavior

in the target system or phrase generator. The selected information may consist of accurate

reference data, valid antecedents of similar systems, verified and authentic attacks related

to the object of study, and other information collections related to the topic. The second

phase analyzes the collected data and identifies essential properties such as fraud classes,
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Figure 4.3: Flow diagram of the methodology used for the generation of a synthetic dataset through
the use of deep learning algorithms.

usage statistics, attack characteristics, and system behavior statistics. Next, the information

analysis will identify the parameters preserved in the sentences’generation. Besides, we

create profiles based on the fraud triangle that adjusts to the established parameters’statics.

4.3.4 Data collection

The initial information is the starting point for generating synthetic data; they must represent

data samples of human behavior related to the fraud triangle. Authentic data helps improve

the effectiveness of the data creation process. For our purpose, a data dictionary was ac-

quired Textual Survey Word List 103115, related to the fraud triangle that was built by the

company Audinet [37], which contributes to the financial community by offering resources

online where auditors, accountants, and finance professionals share tools and experiences

on audit work programs. This dictionary is a valuable source of information for generating

text related to the fraud triangle.

4.3.5 Analysis of data

The next step is to analyze the collected data using exploratory data analysis (EDA) [36],

an existing set of ideas on how to study datasets to discover the underlying structure, find

important variables, and detect anomalies. Besides, essential characteristics must be iden-

tified, such as parameters useful for fraud detection. The data collected should be examined

to determine if they are adequate.
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4.3.6 Profile Generation

The next step is to identify the relevant parameters in the input data’s behavior. One way

to identify these parameters is to study the characteristics necessary to detect fraud. These

characteristics must have properties directly related to the fraud triangle in the data genera-

ted to be later used in detection processes. Additionally, the correlation between parameters

can accurately indicate potential fraud. The output at this stage will allow us to identify a

suitable profile for analyzing fraudulent activities that contain values for all the necessary

parameters to generate sentences.

4.3.7 Generation of the Dataset

In this phase, the initial dataset’s sub-sampling will be carried out to balance the minority

class with the majority class. Our initial dataset, composed of phrases identified as fraud,

will be the input for generating text algorithms by applying the RNN and LSTM. In the data

simulation actions, only the data of interest must be considered to cope with the complexity

of the dataset’s generation. In general, it is easier to model a specific and well-delimited

behavior with prior knowledge of its approach than to do it blindly, so dividing the test dataset

by vertex (Pressure, Opportunity, and Rationalization) was performed to delimit the results.

4.4 RESULTS AND DISCUSSION

This section presents an analysis of the results obtained from the execution and comparison

of the algorithms used, applying ML techniques by organizing data, learning representation,

fitting the model, and evaluating data. It is essential to have large amounts of data so that

deep learning techniques can be better developed and produce good results, particularly

in applications where human interpretation is difficult. With large amounts of data, these

techniques lead to the generation of text quickly and intelligently, improving the decision-

making process.

4.4.1 Analysis and debugging of the test set

In this section, we provide the results for the three first steps of the methodology.
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Textual Survey Word List 103115 dictionary comprises 2,154 words. It serves as a starting

point in the data generation method since it represents human behavior related to fraud. In

a controlled environment, personnel from the Escuela Politécnica Nacional (EPN) genera-

ted an initial dataset using the dictionary of [32]. This dataset, named FraudTriangle Stages,

consists of 7,879 sentences, and it is the input in the synthetic data generation process.

The information must be relevant to consistently apply the algorithms and avoid directing the

result. The Audinet data has spelling, repetition, and sense inconsistencies, affecting model

performance. Identifying these anomalies in the input data in advance is better, allowing us

to correct them for proper processing and analysis. Therefore, exploratory analysis is carried

out that consists of applying additional recording mechanisms, such as manual analysis of

the text, debugging, and information retrieval, used to obtain consistency and accuracy in

the data. Manual analysis of the text involves checking the fraud triangle’s spelling, meaning,

and vertex to which each word in the analyzed data dictionary belongs. The debugging pro-

ceeds with the elimination of distorted and repeated information. Finally, retrieving relevant

information allows the generation of sentences that consist of a second data analysis to be

eliminated. Fig. 4.4 details that 566 words were found from the Textual Survey Word List

103115 dictionary after debugging. Concerning the FraudTriangle Stages dataset, Fig. 4.5

shows that it comprises 7358 sentences after debugging. Finally, the vertex’s division of the

test data was performed, as shown in Fig. 4.6.

Figure 4.4: Data dictionary of Textual Survey Word List 103115.
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Figure 4.5: Data phrases of FraudTriangle_Stages.

Figure 4.6: Vertex FraudTriangle_Stages.

4.4.2 Development of tools

The algorithms developed were executed on the Google Colab platform, which was used

as a development environment, allowing programming and debugging tasks to be carried

out using a browser in Python programming language. This tool was selected due to its

advantages (No local configuration required, free access to CPU’s in the cloud, and ease of

sharing content).

4.4.3 Scripts structure

The structure of the developed code and the ML algorithms used are detailed below. Each

of these is made up of various code blocks. The following describes the functions to predict

the next word based on the input words.
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4.4.3.1 RNN architecture

The function generate_name is in charge of generating the sentences with the purified and

trained data. This function requires as input parameters: a training model “particularly a

model with RNN networks,” a data dictionary of all the words that the data contains, a reverse

dictionary to decode the generated phrases, the size of the alphabet that contains the data,

which in this case is 30 and finally the number of neurons that in this case have been used

25.

Algorithm 2 RNN algorithm for text generation

Require: String of all phrases
Input: model (variables: Xt && at-1), char_to_int (Data dictionary), size_alphabet (Charac-

ters that make up the data), neurons_number
Output: Phrase generated

1: Initialization x = np.zeros((1,1, size_alphabet))
2: Initialization a = np.zeros[1, ’n_a’]
3: Initialization phrase_generated =’ ’
4: Initialization line_break =“\n”
5: Initialization comparator = -1
6: Initialization count = 0
7: while comparator != line_break and count != 50 do
8: a,= recurring_cell(K.constant(x), initial_state = K.constant(a))
9: y = output_layer(a)

10: prediction = K.eval(y)
11: x = to_categorical(ix, size_alphabet).reshape(1, 1, size_alphabet)
12: a = K.eval(a)
13: count+ = 1
14: if count == 50 then
15: phrase_generated+ =′ n′

16: return(phrase_generated)
17: end if
18: end while

A while loop will also be executed, which ends when the next predicted character is a line

break or the sentence reaches 50 words and can increase this quantity; meanwhile, it will

continue to produce characters to generate sentences. The recurring cell and the output

layer will be used to generate sentences with the previously trained model. To start the

prediction, zero values are entered for input X and the previous hidden state (Xt, at − 1);

after this, the resulting activation will be sent to the output layer to generate the prediction.

Finally, the inputs (Xt, at − 1) are updated, this data becoming the input for the next instant

of time, and the process is repeated iteratively until the while loop ends.
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4.4.3.2 LSTM architecture

The generate_phrases function requires as input parameters a training model “particularly a

model with LSTM networks”, a word that will serve as a seed, and an integer that indicates

how many words the generated phrase will contain. It should be noted that the mentioned

parameters are automatically generated randomly. The function takes the entered seed and

is based on the previously trained model to predict the next word that matches the seed, a

repeated process until the number of requested words is reached.

Algorithm 3 LSTM algorithm for text generation

Require: String of all phrases
Input: model, seed_textQ, next_words, max_sequence_len
Output: Phrase generated

1: Initialization start=np.random.randint(0,len(all_phrases)-1)
2: Initialization seed CNAT = all_phrases[start]
3: Initialization number=random.randint(2,15)
4: for _in range(next words) do
5: token_list = tokenizer.texts_to_sequences([seed_textQ])[0]
6: token_list = pad_sequences([token_list],maxlen = max_sequence_len −

1, padding = ”pre”)
7: predicted = model.predict_classes(token_list, verbose = 0)
8: output_word = ””
9: for word, index in tokenizer.word index.items() do

10: if index == predicted then
11: output_word = word
12: print(output_word)
13: seed_textQ+ = ”” + output_word
14: returnseed_textQ.title()
15: end if
16: end for
17: end for

4.4.4 Results

The text generation is carried out, vertex to vertex, regardless of the algorithm used, to avoid

inconsistency in the data collected and avoid adverse effects on its operation.

4.4.4.1 RNN algorithm results

The generation of text through the RNN algorithm, in which a neural network model is trained

to predict sentences from a sequence of words, thereby generating longer text sequences by
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calling the model repeatedly through a loop that allows the output of the network or part of it

to serve as input to the network itself at the next moment; besides, the number of sentences

to obtain is indicated, in this case, 1500 sentences for each vertex (Pressure, Opportunity,

Rationalization).

Text generated by RNN
olaunss
niwrelhznad y nt te i hiehle oinw sepaauo t ymqli aid
nfrpymeadsiotayoliy ugnimosey nmnpu ywdint ia ah
oayautnimeuni ivos
espedemuwatd inalyea anyteabui
awiynuaiw ierve n ib
ene
slpzsdowepwaacubhineltn aleveu a eaceefnla
rvmduqlthmftpfy lestanr sz mumhece
teeagcrckot ushnhwebhz cenmtaoveopltplu viaas tifz
eelfsv iillliumejsca oasnavibui wcue hmdifsheyaew

Table 4.1: RNN algorithm results.

The RNN algorithm is developed on the Google Colab platform. The results are stored locally

at the end of the text generation process to facilitate access to the information obtained.

Table 4.1 shows some results.

4.4.4.2 LSTM Algorithm Results Presentation

The algorithm developed with LSTM networks has a more complex structure. It expands its

memory to learn what to remember and forget. The data is already pre-processed in the for-

mat required to be used in the training of the neural network; the implemented model learns

in a few iterations, which are the sentences oriented to each vertex (Pressure, Opportunity,

Rationalization).

In the LSTM algorithm, the same instructions were developed to be executed that were

carried out in the RNN algorithm to present the results in Table 4.2.

4.4.5 Discussion

The Readable tool was used to obtain the metrics, which is an online platform that allows

checking the legibility, spelling, and grammar of a text, giving a score related to the con-

sistency of the data analyzed. This readability score will allow us to evaluate and compare
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Text generated by LSTM
Not Have to Pay for The Transportation of Me
Where I Get Money to Lend You
Money to Pay for The Clothes I Will Be Sanctioned Profits This
For the Bank to Give Me the Loan, I Will Have to Mortgage
My House
My Salary Is Not Enough to Cover with These Fats
We Must Take Out an Express Loan to Pay
They Owe Me Money and I Have Nothing. Money to Pay.
From the Company and Are Expensive Time and I Do Not
It Is Impossible to Deal with This Situation with The
Tell Them You are Sick, and You Can Not Be in The Audit

Table 4.2: LSTM algorithm results.

the RNN and LSTM algorithms’sentences. Ranges from 0-100 were entered until reaching

1000 data. Once this amount was reached, the range from 0-500 was increased, having a

maximum of 1500 data entered due to working with a tool’s trial license, which does not

allow more data entry. Initially, the original data were analyzed to determine the tool’s score

to this dataset to generate a baseline and establish a metric to compare the results obtained

from the deep learning algorithms used. Table 4.3 presents the percentages obtained when

evaluating the consistency of the original text based on the parameters established for its

measurement, identifying the averages of each vertex (Pressure = 75.83 %, Opportunity =

82.82 %, and Rationalization = 80.78 %) that will help us to compare the averages of the

data generated with RNN and LSTM.

Table 4.3: Results in percentages of analysis using Readeable tool on Source Text

Amount Pressure Opportunity Rationalization

100 70.1 % 89.1 % 88 %
200 71.9 % 88.4 % 84.9 %
300 75.1 % 87.6 % 83.9 %
400 75.9 % 85.6 % 83.2 %
500 78.2 % 85.3 % 83.1 %
600 78.3 % 85.5 % 81.3 %
700 77.1 % 81.8 % 78.8 %
800 77.1 % 79.4 % 76.6 %
900 77.2 % 77.7 % 75.1 %
1000 77.5 % 74.3 % 75.2 %
1500 75.7 % 76.3 % 78.5 %
Avg. 75.83 % 82.82 % 80.78 %

The consistency results obtained by the RNN and LSTM algorithms applied in each of the

vertices of the Fraud Triangle (Pressure (I), Opportunity (II), and Rationalization (III)) are

described below, based on the scores obtained by running this analysis on the data proces-

sed by said algorithms in the Readable tool. It can be seen in Table 4.4. Additionally, the
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averages of each vertex are identified in both RNN and LSTM (I RNN = 28.43 %, I LSTM =

77.71 %, II RNN = 16.15 %, II LSTM = 70.46 %, III RNN = 24.8 % and III LSTM = 77.05 %)

respectively. We obtain the results of the metrics applied to the text generated by the RNN

- LSTM algorithms. We can identify these sentences’consistency versus the original data

representing the baseline against which those results will be compared to identify the most

appropriate technique to build fraud-related phrases.

Table 4.4: Results in percentages of analysis using Readeable tool on data generated by RNN and
LSTM algorithms

Cantidad I I II II III III
RNN LSTM RNN LSTM RNN LSTM

100 18.7 % 76.7 % 14.3 % 71 % 23.3 % 77.7 %
200 31.5 % 78.1 % 19.5 % 70.8 % 25.6 % 77.2 %
300 28.3 % 77.6 % 17.9 % 69.8 % 20.9 % 77.1 %
400 31.6 % 77.7 % 16.7 % 70 % 21.7 % 77.4 %
500 29.1 % 77.4 % 16.4 % 70.3 % 23.9 % 76.8 %
600 31.2 % 77.8 % 16.2 % 70.8 % 23.8 % 76.7 %
700 31.4 % 77.8 % 15.1 % 70.8 % 25.2 % 76.8 %
800 30.7 % 77.8 % 15.6 % 70.4 % 25.9 % 76.8 %
900 27 % 77.8 % 15.9 % 70.4 % 25.7 % 76.9 %

1000 27 % 78.1 % 15.4 % 70.4 % 26.7 % 77 %
1500 26.2 % 78 % 14.6 % 70.4 % 25.5 % 77.2 %
Avg. 28.43 % 77.71 % 16.15 % 70.46 % 24.8 % 77.05 %

Fig. 4.7 shows the comparison of the obtained metrics; the scores related to the original

data corresponding to pressure, opportunity, and rationalization are represented by orange

graphs. For the data generated by the RNN algorithm in the three mentioned vertexes, they

are yellow graphs. Furthermore, finally, the data generated by the LSTM algorithm by blue

graphics. First, we can see the comparison between the results obtained when analyzing

each of the vertexes of the fraud triangle for the RNN Algorithm and the original dataset; the

data collected by the algorithm have a score below 40 %, and the original dataset a score

above 70 %, which shows that specifically, the RNN algorithm is inefficient. Regarding the

scores obtained by the LSTM Algorithm for each vertex of the fraud triangle, we can see that

the data collected by the algorithm has a score above 70 %, like the whole of the original

data. Therefore, the text generated by the LSTM algorithm has consistency. Let’s leave aside

the score for a moment and focus on the number of sentences analyzed. We can affirm that

a deep learning algorithm provides better results when working with large amounts of data.

If we observe Fig. 4.7, we can see that from the 1000 data, the scores stabilize and do not

make significant variations, while before the 1000 data, these scores are highly variable.

The average of the scores obtained by the different data sources (Original, RNN, and LSTM)
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Figure 4.7: Score comparison between the data generated by RNN and LSTM algorithms against
the original data.

Figure 4.8: Comparison of averages obtained by the algorithms (RNN-LSTM) and the original data
at the vertices of the fraud triangle.

at the fraud triangle’s vertices indicate that the data generated by the RNN algorithm (oran-

ge color) is inefficient with percentages that do not exceed 28.43 % in the best case. The

opposite occurs with the LSTM algorithm (gray color) with satisfactory results and even sur-

passes the original data (blue color) with 77.71 % for Pressure. In comparison, Opportunity

and Rationalization are above 70 %, as can be seen in Fig. 4.8.

4.4.6 Implementation Recommendations

Under constrained resources, such as the hosts used in the development and testing pha-

se, the Google Colab platform provides resources that allow storing and processing of large
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amounts of data used in this research. The number of interactions to achieve optimal re-

sults varies between the different proposed algorithms; however, the model results’difference

without oversampling is significant. For this reason, it is best to perform oversampling before

training the algorithm for a small dataset or with unbalanced data. Another case to consider

is not to overtrain the Neural Network since a more significant number of iterations does not

always mean greater precision in the results. For example, in the LSTM algorithm developed

in this project, when trying 150 iterations, the results did not differ much from 100. The va-

riety of optimizers available for the implementation of neural networks can make developers

hesitate between them for their purposes. We corroborate that the Adam algorithm (Adap-

tive moment estimation) works well for text generation. Adam combines the benefits of the

AdaGrad and RMSProp algorithms.

4.5 CONCLUSION

The limited availability of datasets for the analysis and study of fraud presents a challenge in

developing tools for its detection. This paper has presented a methodology for the generation

of uniformly distributed synthetic data based on the fraud triangle theory. We used RNN

and LSTM, an original dataset, and a data dictionary built on the fraud triangle’s vertices

(pressure, opportunity, and rationalization) to generate fraud-related sentences.

We compared the consistency of original and synthetically generated data distributions ba-

sed on their readability and grammar. Initially, the original data’s consistency was analyzed,

obtaining a score higher than 70 % as a baseline. Our results show that the original data’s

consistency has a score higher than 70 % as a baseline, which serves as the baseline. The

synthetic dataset generated with the RNN algorithm is deficient and has a consistency below

40 %. On the contrary, the LSTM algorithm maintains a consistency level higher than 70 %

and is similar to the original data’s score. As future work, we will propose a fraud predictor

system that employs machine learning algorithms.
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5.1 ABSTRACT

One of the most critical resources today is information, an intangible asset that has beco-

me a vital research source. On many occasions, access to data becomes a complex and

challenging task. For many organizations, sharing information is often a risk in terms of se-

curity and privacy, especially if the data is sensitive. In response to this problem, synthetic

data emerges as a valid alternative, generated by different methods and techniques from

an original or real dataset, allowing the sharing of information very close to reality. In this

work, an experiment is carried out that allows validating the efficiency of synthetic versus

real datasets by applying a model that predicts possible fraud cases in a dataset based on

machine learning algorithms LDA and Random Forest or Gradient Boosting. We compared

the prediction performance of our model over the real and synthetic datasets using metric

ROC-AUC curves. Our results show a similar behavior among the datasets in our model,

suggesting a promising path in the use of synthetic datasets for this kind of applications.

KEY WORDS: Fraud, Real and Synthetic dataset, Classification Methods, AUC-ROC, Topic

Modeling.
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5.2 INTRODUCTION

Fraud is a global concern that affects both public and private institutions, and it encompasses

a wide range of illegal actions, including deliberate deceit or misrepresentation. The Asso-

ciation of Certified Fraud Examiners (ACFE) defines fraud as “any purposeful or deliberate

act of depriving someone of property or money by cunning, deception, or other unfair acts.”

[1].

According to a Price Waterhouse Coopers investigation, 30 % of the organizations exami-

ned have already been victims of fraud. Furthermore, 80 % of their fraud was done within the

company’s ranks, particularly in administrative departments such as accounting, operations,

sales, and management, not to mention customer service relationships [2]. Often unknown

within a corporation, fraud-related practices define a sequence of anomalies and illegal acts

defined by fraudsters’purposeful deceit. Most discovered abnormalities result from a lack of

internal control systems, and in such cases, fraudsters perpetrate fraud by leveraging the

flaws [3]. Because humans commit fraud, it is closely related to their behavior. Therefore,

understanding the motivations of perpetrators or their psychological and personality traits

that lead them to cross ethical boundaries can provide a new perspective for fraud detec-

tion [4]. There is agreement that prevention should be a primary approach to reducing fraud

through effective risk management. Avoiding fraud saves time and money since detecting

it after it has occurred makes it almost impossible to recover what was stolen. To increase

fraud prevention, companies must identify those factors that drive people to commit fraud

and understand this behavior [5]. Numerous theories have tried to explain this issue, being

Cressey’s Fraud Triangle Theory (FTT) and Wolf and Hermanson’s Fraud Diamond Theory

(FDT) [23], the most referenced in this field. Both techniques examine in-depth the invoices

that motivate committing fraud.

One of the most difficult challenges to the investigation and study of fraud is the lack of

access to data linked to this issue. Except for studies conducted by private entities such

as the Federal Bureau of Investigation (FBI) and ACFE, information with evidence of frau-

dulent activities associated with fraud theory, in which communications related to pressure,

opportunity, and rationalization are observed, is incipient in the scientific community. They

were successful in obtaining data related to this topic of research. For the development of

fraud prevention methods, fraud-related data is essential. Actual datasets are scarce due to

infringements of copyright and intellectual property. Due to the difficulties of acquiring this
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sensitive information, the fabrication of synthetic data is a viable approach for acquiring fraud

data. According to several experts, synthetic data makes ML and AI quicker and their algo-

rithms more effective at predicting fraudulent behavior, particularly when acquiring actual

data is costly or difficult [6].

The scientific community often employs synthetic data production. These data are often

created to fit particular criteria not present in the original data. Researchers may manipulate

data more freely and test broader settings and scenarios in their applications by creating

synthetic datasets [7]. In experimental investigations, synthetic datasets that follow statisti-

cal distributions and data from real-world applications are used as test datasets. Synthetic

datasets allow testing an algorithm’s or data structure’s behavior under specific conditions

or in extreme situations. Also, for testing scalability, synthetic datasets are often suitable [8].

This article analyzes the validity of synthetic data generated through neural networks and

tools available on the internet, which synthesize data based directly on real data of interest.

The real data was obtained through simulation with students from the Escuela Politécnica

Nacional (EPN). Validation of the use of synthetic data for research requires a comparison

of results derived from synthetic data with those based on original data.

Through a model that allows the detection of suspected fraud behaviors, which uses a theory

to analyze this phenomenon from the point of view of human behavior known as FTT, plus

modeling of topics and automatic learning algorithms as classification methods allow aler-

ting on the possibility of fraud in a dataset. This model will be used to carry out a comparative

study of real and synthetic datasets. In this work, the validation of three datasets generated

by different methods is carried out using the mentioned model, in which topic modeling is

applied, which is a widely used approach in text mining and provides a complete representa-

tion of a corpus through the inference of latent content variables called topics. This technique

assigns a probability to a text or document belonging to a specific topic [9]. Different classi-

fication methods will use the probability that a document belongs to a topic to identify which

technique is more compatible with topic modeling and efficiently identify phrases suspected

of fraud. The AUC-ROC curve was used to measure the classification models’performance.

As a result, it was observed that the Random Forest (RF) and Gradient Boosting algorithms

were the most efficient in predicting possible fraud cases, and these methods will be used

to compare the datasets under study.

The rest of this paper is organized as follows: Section 5.3 presents a literature review in the
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area of dataset comparison. Section 5.4 describes the data preparation and the methodo-

logy used in this work. Next, Section 5.5 presents the experiment and the results. Finally,

Section 5.6 presents the conclusions and future work.

5.3 RELATED WORK

Many areas of study use synthetically generated data, from data mining to software engi-

neering to artificial intelligence. However, few works are in charge of comparative analysis of

synthetic datasets against real datasets based on their performance applying classification

methods. In this sense, the following studies were found in the literature contributing to this

topic of study.

In [10], signal detection performance based on synthetic training data is compared with the

performance of real-world training images. With synthetic and real data and a configurable

number of training samples, Viola-Jones detectors are constructed for four distinct traffic

lights. We test and evaluate detectors. The goal of [11] is to investigate whether synthetic

data can be used as a reliable substitute for real-world data in machine learning systems.

This research evaluates the performance of synthetic datasets when used to train machine

learning models. Using three object identification methods, [12] verified the synthetic data for

model pretraining and data augmentation to examine the synthetic dataset’s utility. Our fin-

dings demonstrate that the synthetic dataset considerably enhances model pretraining and

data augmentation for small and medium-sized real-world datasets, illustrating the utility and

promise of synthetic data in aerial imagery. In [13], they validate five studies on the omission

of suggested medicine, the influence of time to procedure, and hospitalization measures

on survival after discharge, imaging risks, and diabetes therapies. Institutional review board

(IRB) approval was acquired to utilize real data, allowing real and synthetic data compari-

son. These studies evaluated the accuracy and precision of synthetic patient data-based

estimations. On the other hand, [11] experimented with studying the validity of performing

machine learning on synthetic data. They compared evaluation metrics from machine lear-

ning models trained on synthetic data with metrics from machine learning models trained on

the corresponding real data by generating a fully synthetic dataset through subsampling a

synthetically generated population and generating a partially synthetic dataset by obtaining

the values of sensitive attributes.

The authors of [14] studied these techniques using different dataset synthesizers such as
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linear regression, decision tree, random forest, and neural network. They evaluated the effec-

tiveness of these techniques towards the amounts of utility they preserve and the disclosure

risks they suffer. The features of the synthetic data are compared to those of the original

data in the work proposed by [15], and a model demonstrating how the synthetic data may

be utilized to create and improve a standard learning analysis is shown. [7], a method for

producing synthetic microdata utilizing the publicly accessible tool Benerator to introduce a

new domain for data generation based on census-based personal information is discussed.

In addition, they examine the distributions of the original and synthetic data, revealing that

the synthetic dataset maintains a high degree of accuracy in contrast to the original distribu-

tion. In this work [16], the authors analyze a cancer clinical trial to show how synthetic data

may be used to get the same conclusions from real data. These findings imply that synthetic

data may act as a stand-in for real data, increasing the accessibility of relevant clinical trial

data to researchers. Unlike previous research, our work will compare and evaluate the per-

formance of different synthetic datasets to identify if they can be a reliable replacement for

actual data by using a tool that detects possible fraud cases. This model identifies suspicious

fraud behaviors in a dataset through topic modeling techniques and classification methods,

which, aligned with the FTT, allow addressing this phenomenon from a sociological point of

view, associating the different behaviors found to the vertices of this theory.

5.4 METHODOLOGY

5.4.1 Dataset Selection

Finding evidence confirming the occurrence of fraud becomes challenging when studying

and analyzing this phenomenon. Whether due to its importance or sensitivity, the corpora-

tions and organizations that own this source of information protect it. Often due to their confi-

dentiality rules, which restrict access to this resource. Researchers typically use real data for

analysis and experimentation in their research. However, synthetically generated datasets

can solve this problem when access to this information is limited or non-existent [61, 17]. For

this work, two synthetic datasets were generated from a real fraud-oriented dataset created

at the EPN. This was done through a controlled experiment with EPN students, for which a

data dictionary called “Textual Survey Word List 103115” was used, acquired from the com-

pany Audinet [18], which contains words related to the three vertices of the FTT, “Pressure,
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Opportunity and Rationalization,” Which was used to create this initial or real dataset contai-

ning phrases related to fraud. This real dataset, named for this paper “Students”, comprises

14,226 records balanced in two classes: fraud and non-fraud (7113 × 7113). Each sentence

belongs to one of two classes: fraud, represented by a 1, or not fraud, represented by a

0. This initial dataset served as a seed to feed a neural network and tools available on the

internet to generate two synthetic datasets, which were used to feed the model to predict

possible cases of fraud mentioned above.

5.4.2 Generating Synthetic Data

To analyze any phenomenon that needs to be studied, it is recommended to have real da-

ta. However, without this resource, the data generated synthetically by some simulation tool

becomes a valid alternative. The generation of synthetic data is a complex task. It demands

resources for its execution, so it is necessary to use an adequate methodology that optimi-

zes this work and establishes an adequate procedure that allows the execution of the related

tasks. The methodology proposed by Lundin et al. [19] was taken as a reference for the ge-

neration of synthetic datasets, adapting it to the required needs and depending on the tools

used. Different strategies were used to generate the synthetic datasets. As requirements,

the characteristics of the real dataset were established as functional parameters, referring

to the number of records and classes used. The first synthetic dataset, named “WebScra-

ping”, was constructed from the use of various keywords related and unrelated to the FTT, in

the same proportion as the real dataset (7113 x 7113) for fraud and non-fraud, respectively,

using the phrases related to fraud; the dictionary “Textual Survey Word List 103115” and for

phrases not related to fraud words not related to this phenomenon. Using different online

tools to generate text, like [20, 21, 22]; Phrases were obtained that included the selected

keywords. These tools allow sentences to be generated from a specific word with a well-

defined grammatical and semantic structure. Finally, a web scraping tool, “Firefox Addon,”

allows us to save the generated results and export them in CSV format for processing. The

process followed to generate this dataset is shown in Fig. 5.1.

For the second synthetic dataset, named “Neural-Networks,” the methodology established

by [23] was used, in which a portion of sentences of the real or initial dataset “Students,”

was used as input for generating text related and not related to fraud, which, as in the pre-

vious synthetic dataset “WebScraping” kept the same parameters in which the real dataset

131



Figure 5.1: Flow chart used to generate the synthetic dataset named “WebScraping”.

was built. The next step is to review the data collected using [19] exploratory data analy-

sis (EDA). In addition, essential characteristics are identified and valuable parameters for

fraud detection. Next, relevant parameters are identified in the input data, and one way to

identify these parameters is to study the characteristics necessary for fraud detection. The-

se features must have properties related to the FTT. The result of this stage will allow the

identification of a suitable profile to analyze fraudulent activities. Finally, the real dataset will

be downsampled to balance the minority class with the majority class. The initial dataset,

composed of phrases identified as fraud and non-fraud, will be the input for the text gene-

ration algorithms by applying deep learning algorithms such as recurrent neural networks

(RNN) and long short-term memory (LSTM). The process followed to generate this dataset

is shown in Fig. 5.2.

Figure 5.2: Flow chart used to generate the synthetic dataset named “Neural-Networks”.
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Table 5.1: Probabilities per topic obtained by LDA of the study datasets (Students, WebScraping and
Neural-Networks).

Docs Students DT WebScraping DT Neural-Networks DT
1 2 3 4 1 2 3 4 1 2 3 4

0 0.08 0.08 0.75 0.08 2 0.91 0.03 0.03 0.03 0 0.36 0.03 0.03 0.58 3
1 0.62 0.13 0.13 0.13 0 0.83 0.06 0.05 0.05 0 0.6 0.31 0.04 0.05 0
2 0.05 0.05 0.85 0.05 2 0.02 0.66 0.02 0.3 1 0.93 0.02 0.02 0.02 0
3 0.05 0.05 0.85 0.05 2 0.89 0.04 0.04 0.04 0 0.56 0.04 0.37 0.04 0
4 0.06 0.06 0.56 0.31 2 0.95 0.02 0.02 0.02 0 0.02 0.02 0.74 0.23 2
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
14222 0.05 0.05 0.25 0.65 3 0.02 0.02 0.68 0.28 2 0.04 0.19 0.04 0.73 3
14223 0.08 0.08 0.42 0.42 2 0.2 0.04 0.26 0.49 3 0.4 0.07 0.07 0.47 3
14224 0.04 0.04 0.04 0.89, 3 0.34 0.03 0.61 0.03 2 0.05 0.05 0.05 0.85 3
14225 0.06 0.06 0.06 0.81 3 0.75 0.02 0.2 0.02 0 0.25 0.05 0.05 0.65 3
14226 0.06, 0.06 0.06 0.81 3 0.44 0.15 0.39 0.02 0 0.5 0.06 0.06 0.37 0

5.4.3 Topic modeling and Classification Methods used in Real and

Synthetic datasets

Taking as reference the model proposed by [24], in which they propose identifying hidden

patterns within a dataset that may be related to fraud. To achieve this, they develop a model

to predict if a specific phrase belongs to one of these categories (pressure, opportunity, ratio-

nalization, and others). If it matches one of the first three, this phrase is suspected of fraud.

To detect suspicious fraud-related patterns, in the first phase, they perform topic modeling

(unsupervised learning) on an unstructured dataset [25]. They select Latent Direchlet Allo-

cation (LDA) as the best topic model. Then, based on the resulting coherence value, which

indicates the level of semantic similarity between words on a topic [26], they determine the

appropriate number of topics or k value. This value is an input parameter needed to obtain

a topic model in LDA. They determine a value of k = 4 in their study. Once the appropriate

value of k is obtained, LDA is applied to the study corpus. We proceed to extract the proba-

bilities that the documents belong to specific topic values provided by the algorithm that will

be useful to feed classification methods and try to predict phrases related to fraud, as can

be seen in Table 5.1.

In the second phase, with the probabilities that the documents belong to a specific topic

(obtained from the LDA model) from the datasets, the records are labeled with 1 or 0 to

indicate whether or not it is related to fraud. Documents grouped by dominant topic (DT) and

their indicator related to fraud or no fraud are selected to build new datasets (T1, T2, T3, and

T4), as can be seen in the Tables 5.2, 5.3 and 5.4, related with the different study datasets

“Students, WebScraping and Neural-Networks”. This new representation of the datasets will

be used as input for different classification algorithms, whose resulting prediction models will
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Table 5.2: Segmentation of probabilities by Dominant Topic (DT) and labeling fraud=1 and no fraud=0
(Students Dataset).

DT 1 F DT 2 F DT 3 F DT 4 F
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
0.62 0.13 0.13 0.13 1 0.05 0.62 0.28 0.05 1 0.08 0.08 0.75 0.08 1 0.06 0.38 0.06 0.49 1
0.5 0.17 0.29 0.04 1 0.05 0.65 0.25 0.05 1 0.05 0.05 0.85 0.05 1 0.04 0.05 0.21 0.71 1
0.44 0.29 0.24 0.03 1 0.04 0.45 0.34 0.18 1 0.05 0.05 0.85 0.05 1 0.13 0.13 0.13 0.62 1
0.6 0.31 0.04 0.04 1 0.44 0.45 0.06 0.06 1 0.06 0.06 0.56 0.31 1 0.21 0.23 0.04 0.52 1
0.62 0.13 0.13 0.13 1 0.35 0.53 0.06 0.06 1 0.06 0.06 0.81 0.06 1 0.06 0.06 0.31 0.56 1
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
0.56 0.06 0.06 0.31 0 0.05 0.52 0.05 0.38 0 0.06 0.06 0.56 0.31 0 0.08 0.08 0.08 0.75 0
0.42 0.08 0.08 0.42 0 0.08 0.42 0.08 0.42 0 0.03 0.16 0.41 0.41 0 0.05 0.05 0.25 0.65 0
0.25 0.25 0.25 0.25 0 0.08 0.42 0.08 0.42 0 0.08 0.08 0.42 0.42 0 0.04 0.04 0.04 0.89 0
0.46 0.06 0.07 0.41 0 0.06 0.56 0.06 0.31 0 0.06 0.29 0.33 0.31 0 0.06 0.06 0.06 0.81 0
0.42 0.08 0.08 0.42 0 0.08 0.42 0.08 0.42 0 0.08 0.08 0.42 0.42 0 0.06 0.06 0.06 0.81 0

Table 5.3: Segmentation of probabilities by Dominant Topic (DT) and labeling fraud=1 and no fraud=0
(WebScraping Dataset).

DT 1 F DT 2 F DT 3 F DT 4 F
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
0.91 0.03 0.03 0.03 1 0.02 0.66 0.02 0.03 1 0.41 0.05 0.49 0.05 1 0.07 0.06 0.06 0.81 1
0.84 0.06 0.05 0.05 1 0.07 0.8 0.06 0.06 1 0.02 0.21 0.74 0.02 1 0.41 0.01 0.01 0.57 1
0.89 0.04 0.04 0.04 1 0.37 0.46 0.03 0.14 1 0.05 0.44 0.45 0.05 1 0.02 0.02 0.47 0.49 1
0.95 0.02 0.02 0.02 1 0.04 0.88 0.04 0.04 1 0.38 0.18 0.42 0.02 1 0.13 0.13 0.13 0.62 1
0.87 0.04 0.04 0.04 1 0.04 0.9 0.03 0.03 1 0.32 0.19 0.45 0.04 1 0.33 0.19 0.01 0.46 1
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
0.84 0.05 0.06 0.05 0 0.04 0.58 0.04 0.34 0 0.04 0.04 0.69 0.22 0 0.04 0.21 0.04 0.71 0
0.92 0.03 0.03 0.03 0 0.03 0.64 0.32 0.02 0 0.08 0.08 0.74 0.1 0 0.08 0.08 0.09 0.75 0
0.89 0.04 0.04 0.04 0 0.05 0.84 0.05 0.05 0 0.34 0.05 0.56 0.05 0 0.05 0.25 0.05 0.65 0
0.75 0.02 0.02 0.02 0 0.04 0.88 0.04 0.04 0 0.02 0.02 0.68 0.28 0 0.05 0.05 0.05 0.85 0
0.44 0.15 0.39 0.02 0 0.02 0.94 0.02 0.02 0 0.34 0.03 0.61 0.03 0 0.2 0.04 0.26 0.49 0

be used later to measure their performance and compare them. To compare the classifiers,

it is essential to choose a good metric; they selected the area under the curve (AUC) since it

is trendy when it is necessary to classify predictions and not necessarily obtain well-defined

probabilities [27]. Random Forest (RF) and Gradient Boosting (GB) were the most efficient

classification methods.

5.5 RESULTS

In the comparison of the classifiers, if the classes are balanced and there is no certainty that

the classifier has chosen the best decision threshold, it is better to work with the AUC metric,

which is equivalent to the probability that the classifier assigns the highest score to relevant

classes compared to irrelevant ones [28]. The receiver operating characteristic (ROC) is a

curve representing the rate of true positives against the rate of false positives, where the

area determines the model’s performance under the curve. The closer the AUC score is to

1, the better the model will distinguish between classes. In this work, the ROC curve was

134



Table 5.4: Segmentation of probabilities by Dominant Topic (DT) and labeling fraud=1 and no fraud=0
(Neural-Networks Dataset).

DT 1 F DT 2 F DT 3 F DT 4 F
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
0.91 0.03 0.03 0.03 1 0.02 0.66 0.02 0.3 1 0.02 0.02 0.74 0.23 1 0.6 0.03 0.03 0.58 1
0.83 0.06 0.05 0.05 1 0.07 0.8 0.06 0.06 1 0.39 0.03 0.56 0.03 1 0.06 0.07 0.07 0.8 1
0.89 0.04 0.04 0.04 1 0.37 0.46 0.03 0.14 1 0.36 0.19 0.41 0.04 1 0.03 0.23 0.35 0.39 1
0.95 0.02 0.02 0.01 1 0.04 0.88 0.04 0.04 1 0.03 0.92 0.03 0.31 1 0.03 0.03 0.03 0.9 1
0.87 0.04 0.04 0.05 1 0.04 0.9 0.03 0.03 1 0.12 0.02 0.6 0.25 1 0.31 0.2 0.02 0.46 1
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
0.84 0.05 0.06 0.05 0 0.04 0.58 0.04 0.34 0 0.03 0.03 0.54 0.39 0 0.08 0.36 0.08 0.47 0
0.92 0.03 0.03 0.02 0 0.03 0.64 0.32 0.02 0 0.03 0.03 0.63 0.31 0 0.04 0.19 0.04 0.73 0
0.88 0.04 0.04 0.04 0 0.05 0.84 0.05 0.05 0 0.08 0.08 0.42 0.42 0 0.4 0.07 0.07 0.47 0
0.75 0.02 0.2 0.02 0 0.04 0.87 0.04 0.04 0 0.31 0.06 0.32 0.31 0 0.05 0.05 0.05 0.85 0
0.44 0.15 0.39 0.02 0 0.02 0.95 0.02 0.02 0 0.05 0.05 0.47 0.42 0 0.25 0.05 0.05 0.65 0

Table 5.5: Performance, measured with AUC, of RF and GB when classifying a document related or
not to fraud within the study datasets (Students, WebScraping and Neuronal-Networks). T1, T2, T3,
and T4 correspond to new datasets, each corresponding to a learned dominant topic of LDA.

CM(AUC) Students M WebScraping M Neural-Networks M
T1 T2 T3 T4 T1 T2 T3 T4 T1 T2 T3 T4

Random Forest 0.87 0.67 0.84 0.84 0.81 0.82 0.78 0.82 0.80 0.81 0.84 0.68 0.85 0.80 0.79
Gradient Boosting 0.87 0.68 0.86 0.84 0.81 0.85 0.79 0.83 0.83 0.83 0.85 0.70 0.92 0.82 0.82

used to represent the performance of different machine-learning models.

Once the model has been applied to the different study datasets, it can be seen that there

is a similar behavior of the classifiers in the ROC-AUC curves by topic. In topics 0, 2, and

3, the performance values of the RF and GB algorithms obtained are very similar, with

imperceptible differences. In contrast, in topic one, these differences are a little more visible,

without this affecting the final average performance, as can be seen in Fig. 5.3.

In this context, about the real dataset “Students,” it was observed that the RF and the GB

obtained an average AUC of 0.81 and 0.81, respectively. In contrast, the synthetic dataset

generated by the internet “WebScraping” had a similar behavior when applying RF and GB,

obtaining performance values with an average AUC of 0.81 and 0.83, respectively. Finally,

in the second synthetic dataset, “Neural-Networks,” generated by deep learning, it can be

seen that the RF and GB obtain an average AUC of 0.79 and 0.82, respectively, as can be

seen in the Table 5.5.

These results suggest a similar behavior in the datasets analyzed based on the performance

averages of the classifiers used, as can be seen in Fig. 5.4. Therefore, since synthetic da-

tasets can be a very close alternative to the original data, it is feasible to produce a dataset

that helps protect and protect information when it is confidential and difficult to access.
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(a) (b)

(c) (d)
Figure 5.3: ROC curves of RF and GB classifiers for the real and synthetic datasets related to each
dominant topic. (a) DT 1. (b) DT 2. (c) DT 3. (a) DT 4.

5.6 CONCLUSIONS

This work shows that the performance obtained by a detector of fraud-suspicious behavior

based on machine learning algorithms used on the real dataset is similar to that obtained

from synthetic datasets. These findings suggest that the results of models built using synthe-

tic datasets may reflect behaviors obtained as if real data had been used. If more work

supports this hypothesis, researchers can generate or use synthetic datasets with comple-

te confidence that their results will have scientific validity. Synthetic datasets preserve the

privacy and confidentiality of the information, allowing the development of predictive models

to discover patterns without revealing confidential data, minimizing the risk of access to real

data. It should also be mentioned that adequate evaluation metrics, which show the real

behavior of the classifiers used, are essential since selecting the wrong one can be mislea-

ding in determining how the model behaves. In this case, according to the results obtained

from the performance comparison, synthetic data is recommended to predict phrases sus-
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Figure 5.4: Best metrics obtained by the algorithms (Random Forest and Gradient Boosting) applied
to the study datasets.

pected of fraud. As future work, it is proposed to conduct tests of the model for detecting

fraud by applying deep learning algorithms and testing it with real and synthetic data to

evaluate the performance and analyze if there is an improvement versus the classification

methods.
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6.1 ABSTRACT

Fraud detection through auditors’manual review of accounting and financial records has

traditionally relied on human experience and intuition. However, replicating this task using

technological tools has represented a challenge for information security researchers. Natu-

ral language processing techniques, such as topic modeling, have been explored to extract

information and categorize large sets of documents. Topic modeling, such as Dirichlet as-

signment (LDA) or nonnegative matrix factorization (NMF), has recently gained popularity

for discovering thematic structures in text collections. However, unsupervised topic modeling

may not always produce the best results for specific tasks, such as fraud detection. There-

fore, in the present work, we propose to use semi-supervised topic modeling, which allows

the incorporation of specific knowledge of the study domain through the use of keywords

to learn latent topics related to fraud. By leveraging relevant keywords, our proposed ap-

proach aims to identify patterns related to the vertices of the fraud triangle theory, providing

more consistent and interpretable results for fraud detection. The model’s performance was

evaluated by training with several datasets and testing it with another one that did not inter-

vene in its training. The results showed efficient performance averages with a 7 % increase
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in performance compared to a previous job. Overall, the study emphasizes the importan-

ce of deepening the analysis of fraud behaviors and proposing strategies to identify them

proactively.

KEY WORDS: Fraud triangle; Human behavior; Topic modeling; Data mining; Text mining

and Classification methods.

6.2 INTRODUCTION

Auditors can identify fraud by reviewing accounting and financial records; their experience

can detect this phenomenon. Reproducing this task using technological tools has beco-

me a challenge for researchers in computer security. There are several initiatives to transfer

auditors’knowledge to the technical area by applying machine learning techniques and theo-

ries related to fraud. However, representing intuitive expert judgments means a challenge,

especially when the result of applying formal methodologies does not coincide with the ex-

perts’criteria. By applying topic modeling, it is possible to codify human knowledge and then

use it to extract interpretable latent topics from a corpus. Topic modeling was introduced in

an unsupervised environment [1], the most conventional being Dirichlet assignment (LDA) or

non-negative matrix factorization (NMF), which have become popular in recent years. These

are based on statistical models that allow discovering thematic structures in collections of

texts, identifying themes humans can interpret and facilitating their understanding [2]. The

structures found by unsupervised topic modeling often do not represent the best alternative

for analyzing a specific phenomenon.

A topic modeler trained in reviewing documents in a corpus can be considered when this

can discover the implicit semantic structures that describe general topics. However, we often

want to dig deeper by discovering topics that reflect a specific behavior, in our case, related to

fraud. Techniques for effectively finding patterns related to topics linked to a particular field

are called semi-supervised topic modeling, which generates interpretable topics. For this

reason, we propose using this modeling technique to learn latent issues about documents.

Unlike LDA, these do not assume a specific data generation model and instead look for

“more informative” topics.

In this context, we analyze in this article the most used semi-supervised topic models, such

as Correlation Explanation (CorEx) [3] and Seeded LDA, to validate their performance in
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a detector of suspected fraud behavior [4] that analyzes human behavior using the fraud

triangle theory (FTT) [5] leveraged in machine learning (ML).

This will allow for flexibly incorporating the knowledge of the domain of study through the

use of keywords within the topic modeling, which can lead the experimentation toward dis-

covering topics that otherwise would remain hidden.

Using relevant words can help our proposed detector recognize patterns related to the verti-

ces of the fraud triangle, thus allowing the analysis to be guided directly on this fraud theory.

6.2.1 Related Work

Semi-supervised topic modeling has been the focus of various research studies in domains

such as clinical notes and marketing. These studies have proven to be valuable as they

offer topics that are easily interpretable. For example, [6] utilized the Anchored Correlation

Explanation (CorEx) algorithm to extract English tweets related to eating disorders, aiming

to develop a tool for identifying this disorder. Another study by [7] introduced an automated

medical image retrieval system incorporating subject and location probabilities to enhance

performance. Using the guided latent Dirichlet assignment (GuidedLDA) method facilitated

the generation of topic information. This approach demonstrated superior average mean

precision (86.74) and precision (97.5) compared to previous methods.

[8] suggested using topic modeling to identify human factors-related topics in aviation sa-

fety reports. Utilizing algorithms like CorEx and SeededLDA achieved more accurate results

without requiring manual revisions. Similarly, [9] also explored using the CorEx algorithm

for topic modeling, aiming to extract interpretable latent topics by harnessing informal hu-

man knowledge. The study by [10] employed various topic modeling techniques to analyze

chat data collected in a library to extract specific and easily interpretable topics. They eva-

luated the results quantitatively using the coherence metric, while a librarian who was also

an author of the article assessed qualitative accuracy and interpretability. [11] presented a

topic-modeling approach incorporating relevant words to identify rare diseases not mentio-

ned in clinical health notes. The objective was to provide relief workers with better guidance

in offering practical help and eliminating ambiguities when analyzing complex problems.

In a recent study, [12] utilized topic modeling to evaluate semantic relationships in short mes-

sages on Twitter. They could identify associations with specific discussion topics by analy-
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zing the hashtags used in these messages. This method proved helpful in understanding

the content and context of these messages. [13] took a qualitative approach and develo-

ped a natural language processing tool called Guided Latent Dirichlet Allocation (GLDA).

This tool analyzed entertainment products, such as award-winning films, based on media

psychology literature. By predicting viewers’behavior, they demonstrated the potential of this

approach for understanding consumer behavior in film selection. [14] focused on generating

new document classification systems using automatic learning methods. They employed

LDA to identify groups of words related to the attributes of the documents, enabling efficient

document search based on matching keywords by topic.

To address the issue of overlapping topics, they utilized guided LDA, which allowed them

to influence topic generation by setting seed words per topic. Another study by [15] propo-

sed a method to identify seed words for disaster-related topics automatically. By comparing

words from tweets on the day of the disaster occurrence with the previous day in the sa-

me area, they could obtain initial words using LDA. These words were then used to identify

tweets related to the event. This method proved effective in automatically identifying relevant

words for disaster-related topics. [16] evaluated different topic modeling algorithms for know-

ledge extraction in the tourism industry. Their findings showed the complexity of analyzing

short-text social media data and emphasized the effectiveness of using CorEx to analyze

Instagram content. CorEx outperformed LDA and NMF in ranking relevant sites and acti-

vities. LDA results were homogeneous and overlapping, while topics extracted from NMF

were not specific enough to gain deep insights.

These research works demonstrate the diverse applications and benefits of semi-supervised

topic modeling in different domains. Using algorithms like CorEx and GuidedLDA allows for

more precise and interpretable topic extraction. This enhances our understanding of com-

plex topics and enables the development of practical tools for identifying specific disorders,

improving medical image retrieval systems, and analyzing human factors in safety reports.

Additionally, Table 6.1 presents a summary providing information including methods used,

publication year, fields, and purpose to the significant state of the art.
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Topic Field Authors Method Used Purpose/Outcome

Medical and

Healthcare

Clinical Notes - Semi-

supervised

Topic Mode-

ling

Extract interpreta-

ble topics

Eating Disor-

ders

Pecore et al.

(2021)

Anchored Co-

rEx

Identify eating di-

sorders

Medical Image

Retrieval

SHAMNA et al.

(2019)

GuidedLDA Improve image

retrieval

Rare Disease

Recognition

Gallagher et al.

(2016)

Topic Modeling Recognize rare

diseases

Human Factors

and Safety

Aviation Safety Lyall-Wilson

(2019)

CorEx, See-

dedLDA

Identify human

factor-related to-

pics

Social Media

Analysis

Human Know-

ledge

Reing et al.

(2016)

CorEx Extract informal

human knowledge

Semantic Rela-

tionships

Steuber et al.

(2020)

Topic Modeling Analyze semantic

relationships

Cultural and

Entertainment

Entertainment

Description

Toubia et al.

(2018)

Guided LDA Analyze films and

predict behavior

Information

Retrieval

Document

Classification

Hoffmann

(2021)

Topic Models

with Metadata

Enable document

search using to-

pics

Disaster and Event

Related

Disaster Identi-

fication

[15] LDA Identify disaster-

related topics

Tourism and Social

Media

Tourism Know-

ledge

Egger et al.

(2021)

Topic Modeling Analyze tourism

content

Library and

Information

Library Chats Koh & Fienup

(2021)

Various Topic

Modeling

Analyze library

chat data

Table 6.1: Research Papers Grouped by Topics and Fields

A detailed study on fraud-related jobs was conducted in [17]. A Systematic Literature Review

(SLR) proposes collecting and analyzing research that addresses this phenomenon, consi-

dering human behavior as the leading risk factor reviewed associated theories that study this

phenomenon. In addition, Machine Learning techniques were incorporated into the research

that allows their detection.
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This work was developed in the context of a previous investigation entitled “Predictive Fraud

Analysis Applying the FTT through Data Mining Technique” [4]. They propose a detector of

suspected fraud behavior by analyzing human behavior using the FTT leveraged in machine

learning (ML) and deep learning (DL). To develop this proposal, they evaluated the perfor-

mance of frequently used text mining techniques, such as LDA, NMF, and latent seman-

tic analysis (LSA). Finally, to determine the differences in performance, they used receiver

operating characteristic (ROC) curves based on the area under the curve (AUC) with the

traditional ML classification methods to identify which technique is more compatible with the

modeling of topics to detect suspicious behavior of fraud.

In this context, the present work proposes to deepen the analysis of topic modeling through

the use of semi-supervised techniques associated with fraud theories that, through classi-

fication algorithms, make it possible to more efficiently detect possible cases of fraud not

observed in the works mentioned above. Therefore, this represents a clear research gap in

this area.

6.2.2 Contribution

The main contributions are the following: first, we use CorEx as a topic model and perform an

efficient alteration of its code to identify the probabilities that the corpus documents belong

to a topic and to be able to visualize the distribution of topics through the pyLDAvis library.

Second, we show how the FTT can be integrated into CorEx through “keyword” related

to the vertices of this theory. We show that CorEx produces more relevant topics than its

unsupervised and semi-supervised variants of LDA.

Once the most efficient semi-supervised topic modeling has been identified, the probabilities

that a document belongs to a specific topic are obtained, with which classification methods

such as Gradient Boosting (GB) and Random Forest (RF) were trained to try to predict

related cases with fraud. Finally, the proposed model is validated with the different datasets

used in this research to try to establish the generality of the model.

Several synthetic datasets were used and generated to validate their performance to ensure

the model’s accuracy. The datasets were generated using various techniques to simulate

different scenarios and environments. The model was tested in multiple conditions to ensure

it worked reliably in all situations, confirming that it could accurately predict outcomes in va-
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rious contexts. The results of these tests were then used to validate the model’s performance

and provide evidence of its accuracy.

The rest of this document is organized as follows: The “Background” section provides rele-

vant information on FTT, topic modeling, and machine learning classification methods. Then,

the Section “Methodology” describes the data preparation and the methodology used in this

work. Next, the Section “Results and Discussion” deals with the experiment, the results, the

validation, and the discussion. Finally, the “Conclusions” section is presented, addressing

future work.

6.3 MATERIALS AND METHODS

This section briefly describes the fraud triangle theory, topic modeling strategy, classification

methods, and validation methods.

6.3.1 Fraud Theories

Today’s society is constantly changing due to factors like globalization, technological ad-

vancements, and the rapid growth of industries. This creates several difficulties, particularly

those about information security and management. Due to this, there may be an increase in

fraud risk for both public and private companies. Organizations are now more aware of the

need for fraud detection and prevention techniques due to the high crime rates to reduce the

risk of fraud. [18]. Organizations face a severe problem with cybersecurity and the risks that

come with it due to internal and external factors worldwide. The internal ones are related

to the companiesínherent management and commercial activity, while the external ones are

related to politics and the global economy. These risks exist, increasing the chance that they

could become a fraud [19]. The Association of Certified Fraud Examiners (ACFE) classifies

occupational fraud into three types: asset misappropriation, corruption, and fraudulent sta-

tements. Asset misappropriation refers to the theft or misuse of an organization’s assets.

Corruption influences a business transaction for personal gain, and misrepresentation is

the intentional misrepresentation of financial or non-financial information to deceive others

[20]. Several theories allow analyzing the problems related to fraud, which serve as a guide

for organizations to combat this phenomenon, contributing to the prevention, detection, and

deterrence of activities related to occupational fraud. Why is labor fraud committed within
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organizations? This question explains the fraud triangle, the first model developed to ad-

dress this problem. This theory has been the basis for creating tools to deal with this crime.

However, it has its limitations, which do not cover all fraud cases due to the progress and

sophistication of this behavior, so developing a model that includes all fraud cases is a cha-

llenge [21] [22]. Over the past 60 years, the fraud triangle has evolved into various models,

including the diamond and the fraud pentagon. The FTT was proposed by Cressey (1953);

FTT identifies three crucial elements: pressure, opportunity, and rationalization. According

to this theory, fraud is typically accompanied by pressures/incentives, opportunities, and ra-

tionalizations/attitudes. Thus, it is highly probable that the perpetrator is driven by pressure

or motivation to commit fraud. Additionally, the perpetrator will likely find potential opportuni-

ties to carry out their fraudulent actions. Moreover, they can rationalize their deceitful acts by

justifying their necessity. Ultimately, all three conditions directly correlate with a heightened

likelihood of fraud [23]. This theory later evolved into the fraud diamond theory by adding

a new element, capacity, proposed by Wolfe and Hermanson (2004). Finally, the Pentagon

theory of fraud is the latest evolution proposed by Jonathan Marks (2012), to which two

elements were added: competition and arrogance. Competition in this model has the same

meaning as the ability described by Wolfe and Hermanson in 2004, aiming to perfect the

diamond theory of fraud [24]. The elements or variables associated with the different fraud

theories are directly related to the behavior of the perpetrators, which are clear indicators

that can cause fraud. The triangle, diamond, and pentagon of fraud are relevant theories

that can be used interchangeably effectively to detect the possibility of fraud, depending on

the existence and availability of evidence related to the variables of these theories [25]. The

effectiveness of the fraud triangle theory has been proven in [26], evidencing more precise

results on the fraud diamond and pentagon because the capacity and arrogance of the va-

riable in many cases do not significantly affect the behavior of fraudsters. Individuals will not

commit fraud despite great ability and arrogance. In this context and because the charac-

teristics of the study dataset are aligned with the triangle theory of fraud, this model will be

used to develop this work.

6.3.2 Topic Modeling (TM)

Topic modeling is a statistical technique that has revolutionized text mining, allowing the dis-

covery of semantic structures in a collection of documents [27]. Popular algorithms for multi-
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domain text analysis include Latent Semantic Analysis (LSA), Non-Negative Matrix Factori-

zation (NMF), Probabilistic Latent Semantic Analysis (PLSA), and Latent Dirichlet Allocation

(LDA). LSA and NMF work on a bag-of-words (BoW) model-oriented approach, a text repre-

sentation describing the occurrence of words within a document, which converts a corpus

into an array of document terms. On the other hand, LDA and PLSA were initially unsuper-

vised approaches, which evolved into supervised and semi-supervised models, respectively

[28]. These models have weaknesses associated with their design; in the case of LSA, ob-

taining and determining the optimal number of topics is a complex task. PLSA has several

overfitting problems, and LDA often does not expose the relationships between topics. To cir-

cumvent these difficulties, topic modeling with a semi-supervised approach allows previous

knowledge to be provided in the topic model. Specifically, there are versions in which the

model can be given “seed” words of the study topic, and the model’s algorithm encourages

topics to be built around these seed words; this solves the problems mentioned above and

allows us to direct topics toward relevant topics simply by adding keywords while leaving

room for discovering “unknown” topics. In this context, alternative models to the traditional

techniques have been developed in the semi-supervised approach, such as Correlation Ex-

planation (CorEx), which, unlike LDA, does not make assumptions about the data generation

process but instead addresses the modeling of issues.

In an information-theoretic way, they avoid time and effort to identify topics and their structure

ahead of time. On the other hand, guided LDA (GuidedLDA), a variant of LDA, improves the

performance of topics that infrequently occur, where a variation of the LDA algorithm is

made so that the topic-word and topic-document distributions take into account the seed

words [29]. They have also appreciated techniques such as the Dirichlet multinomial mixture

(DMM) that allows for overcoming data scarcity problems in short texts, generally below 500

characters [30].

6.3.2.1 GuidedLDA

GuidedLDA or SeededLDA implements LDA and can be guided by setting some seed words

per topic, which will cause topics to converge in that direction [31]. In the study by [32],

they used words that belong to specific topics and are limited to appearing in some sub-

set of all possible topics. A second model proposed by [33] uses relationships between

words to break up confusing topics. While in [34], they propose SeededLDA, an extension
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of semi-supervised LDA, and use seed words to influence both topic-word distributions and

document-topic distributions; it is a model that guides but does not force these topics into

seed words. Specifically, the generative process of estimating these distributions is guided

by initial word-level information, a set of user-defined words characteristic of the topics in the

study corpus. This approach allows the user to provide N sets of representative seed words

from the corpus to guide the topic discovery process. These “seed sets” correspond to the

word sets preliminarily obtained by the LDA [35] model. To obtain contextually relevant to-

pics, such as the impacts of fraud, strategies, and initiatives for its prevention and mitigation,

some initial keywords highlighted by topic must be established, allowing us to obtain topics

that help us understand the content of the dataset we are analyzing.

6.3.2.2 (Anchored) Correlation Explanation (CorEx)

CorEx is a topic model based on Total Correlation Explanation, which allows identifying to-

pics in a corpus and explaining their structure through the dependency found on the data

[36]. In addition, it is a seeded technique with several advantages over the seeded LDA

variant (SeededLDA), such as a better consistency of the derived topics and good algorith-

mic performance [37]. Unlike LDA, CorEx makes no assumptions about the data generation

process but instead approaches topic modeling in an information-theoretic way. This mo-

del allows the incorporation of domain knowledge through user-specific anchor words that

guide the model to topics of interest; this allows the model to represent topics that do not

arise naturally and provides the ability to separate keywords that allow topics to be identified

differently [38]. Anchored CorEx optimizes the following in Equation (6.1) [39]:

Maximize
X;Y

TC(X;Y ) + β
∑

I(x; y) (6.1)

Where X and Y are random variables, TC and I represent the total correlation and mutual

information, respectively, and x is an anchor word.

6.3.3 Classification methods

Classification problems have been deeply analyzed and have aroused the scientific commu-

nity’s interest, mainly applied in data analysis in machine learning, statistical inference, and
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data mining [40][41]. In general, classification is a data mining approach used to predict the

membership of a data instance to a given class from a set of predefined classes [42][43].

Given such a diversity of methods, the question arises as to which method should be used

for a problem to be solved. The answer depends on the nature and approach with which

the problem is addressed. So there will be many performance measures, each addressing

different aspects [44].

Using the AUC criterion, this paper compares RF and GB to detect fraud-related text. A

description of these algorithms can be seen in Table 6.2.

Table 6.2: Description of two classification methods: Random Forest (RF) and Gradient Boosting
Decision Tree (GBDT).

Model Description References
Random Fo-
rest (RF)

A tree-based ensemble where a set of random va-
riables determines each tree. Decision trees are
chosen randomly from the available data, and the
averaging process helps mitigate low bias and high
variance.

[45, 46, 47]

Gradient
Boosting
Decision
Tree (GBDT)

Use decision trees as weak classifiers for regression
or classification tasks with logarithmic loss. It com-
bines the results of multiple variables sequentially
to outperform earlier outcomes by using gradient in-
crease to train predictors and repair previous mista-
kes.

[48, 49, 50]

Frequently, the performance of a combination of indicators is quantified by indices related

to the Receiver Operating Characteristic (ROC) curve: sensitivity, specificity, or the area

under the curve (AUC) [51]. A ROC curve is a graph that shows the relationship between

the true positive rate (TPR, or specificity) on the y-axis and the false positive rate (FPR,

or 1 – specificity) on the x-axis [52]. The ROC curve shows the performance of a classifier

without considering the class distribution or the cost of misclassification. The area under

the receiver operating characteristic curve (AUC) must be determined to compare the ROC

curves of various classifiers [53]. The area under the ROC curve, or AUC, measures model

performance for all possible decision thresholds. It gauges the overall performance of a test

set and is interpreted as the average sensitivity value for all potential specificity values. Since

the x and y axes have 0 to 1, it can take any value between 0 and 1 [54].
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6.4 METHODOLOGY FOR PREDICTING FRAUD BASED ON THE

FRAUD TRIANGLE COMPONENTS

Implementing a predictive model that identifies hidden patterns related to suspected fraud

is the objective of this work, for which topic modeling was used and, specifically, the most

relevant techniques used in text mining, such as LSA, NMF, and LDA, were tested. A compa-

rison was made to identify these algorithmséfficiency and determined that LDA is the most

consistent model. To determine the number of topics, the coherence value or parameter k

was used as a metric, which allows us to identify the most appropriate number of topics of

the three models that adjusts to the nature of the information used and indicates the level of

similarity. Semantics exist between words for each topic. LDA allows finding topics to which a

document belongs based on the words it contains. This served as a starting point to identify

the most representative words and their distribution in the different topics. This initial stra-

tegy served as a starting point for using semi-supervised learning algorithms by using some

initial words for the topics considered most representative of the underlying themes in the

study corpus. It guided the models to converge around those terms. This way, we observe

how the models can configure the seed words to guide their results in a particular direction.

The application of topic modeling aims to determine the probability that a document within

the study corpus belongs to a specific topic that aligns with the vertices of the fraud triangle.

This crucial step, depicted in the first phase of Figure 6.1, identifies potential fraud-related

behaviors. These probabilities are then used to train various classification methods, allowing

for predicting suspicious activity associated with fraud. Evaluating the performance of the

different classifiers is essential in selecting the one most compatible with the topic analysis

carried out for fraud detection. This fundamental evaluation stage, illustrated in the second

phase of Figure 6.1, ensures the effectiveness and accuracy of the chosen classifier.

6.4.1 Dataset generation

One of the most difficult challenges in the analysis and study of fraud is the lack of informa-

tion related to this phenomenon. The datasets that contain evidence that identifies fraudulent

activities or suspicions of possible commissions of this crime are scarce and difficult to ac-

cess due to their confidentiality, rights, and intellectual property. Due to these difficulties, a
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Figure 6.1: Methodology used to determine the existence of fraud.

practical solution that solves this need is to generate synthetic data, which becomes a viable

strategy for studying this phenomenon. According to several studies, this data type allows

experimentation using machine learning techniques to be faster and more efficient, produ-

cing data with similar characteristics to reserved and difficult-to-access information [55].

In [4], they used a synthetic dataset generated from a dictionary of keywords related to

the fraud triangle, which we will call WebScraping. Through the use of online tools [56]

that allow the production of grammatically well-defined sentences from the entry of specific

words, which for this particular case were used those belonging to the dictionary of words

related to fraud and its vertices (pressure, opportunity, and rationalization), which served to

build the study dataset in this research. This study proposed an initial fraud prediction model
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supported by the synthetically generated dataset. To validate the usability of synthetically

generated data, [57] compares and evaluates the performance of different synthetic datasets

(WebScraping and Neural-Network) versus an original (Students) to demonstrate whether

the synthetic data can be used as a substitute for real data, noting that according to the

performance metrics obtained from the comparison made, this alternative to real data is

reliable and serves as a valid option for data analysis. The experimentation on the real and

synthetic datasets allows the identification of similar behaviors in the results based on their

performance after applying the fraud prediction method, which suggests that the different

datasets analyzed can be generalized to different scenarios. In this context, the datasets

mentioned above were used for the present work, with the objective of contrasting results

after applying modeling of semi-supervised topics and classification algorithms vs. the first

fraud prediction model proposed.

A dataset called ChatGPT was also generated, with the same characteristics as the pre-

vious ones, which this tool was used to build. This artificial intelligence made it possible to

generate phrases related to the three vertices of the fraud triangle, for which messages were

entered that consisted of imagining scenarios that include the elements of the theory; in the

case of opportunity, they were told to “imagine a scenario in which that an employee has

access to confidential financial information,” to incorporate the element of rationalization, he

was asked to “imagine a scenario in which an employee justifies his fraudulent actions by

believing that he is not being fairly compensated” and finally, to incorporate the pressure

element, “Imagine a scenario where an employee experiences financial hardship that moti-

vates them to commit fraud.” Once this environment was created, the generation of a certain

number of sentences oriented to each vertex of the triangle was promptly requested, en-

tering messages requesting “Tell me sentences that a person can say regarding pressure,

opportunity, or perceived rationalization”

6.4.2 Data preprocessing

Within Artificial Intelligence, natural language processing (NLP) is the field that is responsible

for investigating how computers understand, analyze, and interpret human language. NLP

allows people to interact with machines in human language. Computer languages only work

correctly when correctly written because they are precise in their syntax. At the same time,

the flexibility of natural languages allows them to adapt to their nature and interpret errors
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such as accents, words, and dialects [58]. One of the most common NLP tasks is to clean

up text data. Extracting the text to the most critical root words in the corpus maximizes

the results. Text preprocessing in NLP is a method that allows cleaning up text so that it is

ready to feed models. Noise in the text comes in various forms, like punctuation and different

cases. All these noises are not helpful for the machines and, therefore, need to be cleaned

[59]. In text mining, preprocessing involves a 3-step mechanism that includes extraction,

stopword removal, and lemmatization. Extraction is the process of breaking down documents

into individual elements, forming a format composed of tokens, words, terms, or attributes.

These features represent the document in a vector space, with their weights determined by

the frequency in the text document. Removing stopwords, numbers, and special characters

helps reduce the dimensionality of the term space. Lastly, lemmatization standardizes words

by reducing them to their etymological root, eliminating common suffixes, and reducing word

count [60].

6.4.3 Quantitative evaluation of topic modeling algorithms

The structured grid search technique was used to identify the optimal topic modeling. The

results obtained by the unsupervised LDA algorithm were compared with semi-supervised

models such as CorEx and guided LDA. In related works, comparisons between these

techniques are presented, evidencing, in most cases, the superior performance of semi-

supervised algorithms over unsupervised ones [61] [62]. In this context, there is little eviden-

ce of studies comparing semi-supervised models. It is necessary to analyze the efficiency

of these semi-supervised algorithms, for which, in the first instance, the same text prepro-

cessing techniques and the hyperparameters used as input for the models were used, and

they were evaluated through the coherence value “C_v” That determines the performance of

the algorithms the different topic modeling algorithms. This metric allows us to identify how

coherent a model is about the structure of its topics; the more different the words are in each

topic, the less related the topics will be, and the more coherent the model will be. Once the

hyperparameter k or an adequate number of topics was identified to obtain adequate mo-

deling, the models were tested using seed word dictionaries to more easily generate topics

corresponding to the identified categories.
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6.4.4 Selection of the topic modeling algorithm

Once the models generated by GuidedLDA and CorEx were obtained, the consistency of

the sets of words per topic formed was analyzed. The efficiency of the semi-supervised al-

gorithms to establish the distributions in each topic was determined. This analysis allows us

to identify, according to the parameter k, the most suitable method to distribute the words in

their respective topics more efficiently. With the different modeling results, we analyze the

word distributions by topic and identify the words related to fraud and their behavior within

the distribution. We point out those that coincide with the seed word dictionaries used, which

are associated with the vertices of the fraud triangle. The objective is to show if the topics

generated are associated or related to the vertices of the pressure, opportunity, and ratio-

nalization triangle. After this analysis, we select the model with the best performance and

that most consistently brings together the words related to fraud by topic, through which we

will obtain the probabilities that the documents in the study dataset belong to a given topic.

The different probabilities obtained represent a measure that makes it possible to identify

whether a document is related to fraud and express a new representation of the dataset.

Then, we build smaller datasets from this new dataset, each of which groups documents

associated with a “dominant” topic, a topic to which the documents most likely belong.

6.4.5 Evaluation

Once the appropriate topic modeling for the present case study has been identified and

the probability distributions of documents per topic have been generated, it is feasible to

use machine learning techniques to predict fraud-related activities. When small datasets

are available, traditional classifiers frequently learn better than deep learning classifiers,

which gives us a guideline for selecting the appropriate techniques. The graph of the ROC

curve and its area under the AUC curve was used to evaluate the performance and identify

how accurate the prediction of the classification methods used in the experiment, which

represents the quality of the methods, which allows us to visualize the behavior of each of

these and analyze their performance.

In addition, as part of the evaluation process, training on the proposed model will be carried

out using datasets generated one at a time. Later, it will be tested with the remaining data-

sets; this will allow for obtaining more accurate and reliable results on the effectiveness and
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performance of the model in different scenarios, guaranteeing a comprehensive evaluation

of its performance under different conditions.

6.5 RESULTS AND DISCUSSION

This section presents the results obtained from testing our improved fraud detection model.

The efficiency of the results is analyzed and discussed in this section. Details about the

experimentation, from selecting topic modeling to applying machine learning models, are

reviewed. Finally, the different theories, techniques, and models applied to the approach of

this model are discussed.

6.5.1 Probability distribution generation

The first stage of the experimentation consists of applying topic modeling techniques to the

study dataset to identify hidden patterns related or not to fraud and analyze how consistent

these results are. This is to obtain information structured by topics that, once the model is

applied, allows us to analyze its characteristics based on the probability that a document

belongs to a specific topic.

6.5.1.1 Initial Strategy - Application of the LDA Model

Of the topic modeling algorithms reviewed in [4], it was determined that LDA has the best

behavior when analyzing data related to fraud since it more consistently groups words by

topic. After carrying out different tests in the experimentation, it was validated that the ade-

quate number of topics is 4. With this value, the LDA algorithm is applied to the study dataset,

obtaining a distribution of words categorized into four topics according to their context and

problem of study. The present work relates to the vertices of the FTT, “pressure, opportunity,

and rationalization,” and another topic they call others. This distribution of words can be seen

in Table 6.3, which is ordered by topic and prevalence. In addition, the words related to fraud

are colored to identify that they belong to a specific vertex of the fraud triangle. Words unre-

lated to fraud that belong to said vertices were not colored. The top 20 terms are manually

analyzed and filtered to use only the most significant ones (for each topic).
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Table 6.3 presents inductive labels, presenting the main terms identified by the class and the

most significant to be used as seed or anchor words for the semi-supervised models, which

are identified by colors. For example, in Topic 2 (T2), words like “Life” or “word” are related

to a different approach to fraud, and, therefore, we did not choose them as meaningful

representations for one of the vertices of the fraud triangle. As can be seen, the words related

to fraud are distributed through the topics without distinguishing groups in the different topics;

this indicates that the topics obtained through LDA cannot be directly associated with the

vertices of the fraud triangle. However, due to the presence of a high number of words with

a high degree of repetition in the different topics, the existence of behavior related to fraud

follows.

Table 6.3: The most frequent terms in the dataset connected to each of the three vertices of the fraud
triangle are found after LDA has been applied. To represent the vertices of pressure, rationalization,
and opportunity, the words are colored orange, blue, and green.

Topics

T1 T2 T3 T4
review debt problem want
care think economic know
poor later make job
steal fix big work
temporary just people lose
say tell abuse support
new inadequate fair deadline
man look compensation help
really failure child come
insufficient weakness good time
state ill earning exploitation
money unethical easily deserve
issue life accessible scare
evacuation world country right
leave try need like
woman let way day
year talk pay use
long old school scared
change feel home ask
period place thing car

6.5.1.2 Proposal - Explore topic modeling using semi-supervised learning

Classical topic modeling methods are algorithms that generate various topics from a study

dataset. However, due to their unsupervised nature, these methods can impede the com-

prehension of the analyzed texts. They are prone to create less essential topics, leaving

aside several others that may interest them [63]. Each word is randomly assigned to a topic

in LDA, controlled by Dirichlet priorities through the Alpha parameter. Then, it is required to

determine which term belongs to which topic. LDA uses a straightforward approach to fin-
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ding the topic for one term at a time. Suppose we want to find the topic of the word “problem”

related to fraud. The algorithm distributes each word evenly across all the topics found and

assumes it is the right topic for those words. Then, find out what other words the word “pro-

blem” is associated with most often. In this context, it is determined what the most common

topic among those terms is. Therefore, the word “problem” is assigned to that topic. The word

“problem” is close to any topic where words like “debt” and “need” are found. These three

words are closer to each other before this step. Finally, the model moves on to the next word

and repeats the process as many times as necessary to converge. Semi-supervised topic

modeling allows the introduction of prior knowledge by incorporating words called “seed” or

“anchor” into the algorithm that stimulates or encourages (but does not force) the model to

build topics around these anchor words. This alternative of adding keywords gives the flexi-

bility to generate relevant topics while allowing the discovery of unknown topics. GuidedLDA

and CorEx use tag seed words to make their training converge around these words. That is,

a set of specific words relevant to a tag related to the same topic is used, and the weight of

these particular words is increased during training to capture other strongly related words.

In other words, these seed words function as anchors.

The coherence score aims to measure the similarity between words and how interpretable

the topics obtained by the model are. Starting from the premise that we have the reference

coherence score obtained for the LDA model, in which several sensitivity tests were carried

out to determine the adequate number of themes, they established C_v as a metric for

performance comparison. Since the coherence score gradually increased with the number

of topics, the model with the highest C_v was chosen. In this case, K=4. For the semi-

supervised models that we will use in this proposal and considering that we will use the

same study corpus, we will use this value of K-topics to perform the respective tests.

As mentioned, semi-supervised topic models require a list or set of keywords called seed

or anchor related to each topic for modeling. These words are used to identify specific to-

pics; in this sense, they are related to the three vertices of the fraud triangle theory for the

present work. In these models, a force or push parameter defines the bias of the generated

topics toward the seed or anchor keywords. This value can vary between models; for the

case of GuidedLDA, it can range between 0 and 1. A 0.1 can bias the seed words by 10 %

more toward the seed topics. On the other hand, in CorEx, it should always be above 1, and

higher values indicate a more substantial bias toward anchor keywords. In this context, the

list of anchor keywords for the models was provided, those that were generated in the initial
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strategy applying LDA, represented in Table 6.3, and those words with the greatest repre-

sentativeness related to the three vertices were chosen from the different topics “pressure,

opportunity, and rationalization.”

Words are initialized by setting tags as keys and a list of initial words (relative to critical

topics) as values.

keywords= [

[économic’, ’problem’, ’deadline’, ’review’, ’debt’, éxploitation’,

’lose’, ’job’, ’scared’],

[éarning’, ínsufficient’, ínadequate’,évacuation’, ’supervision’,’weakness’,

érror’, ’failure’, ’support’, éasily’],

[’deserve’, ábuse’, ’fair’, ’temporary’, únethical’, ’poor’,

’steal’, ’care’, ’fix’, ’later’],

[’love’, ’study’, ’think’, ’time’, ’people’, ’write’,

’play’, ’game’, ’passion’]

]

Table 6.4 shows the results of applying GuidedLDA and CorEx topic modeling and the top

20 terms identified by topic. It can be observed how the words of the study corpus are dis-

tributed in the four established topics. These words are organized by topic and prevalence

to identify those that the model considers most relevant. Using the same procedure as [4],

we color the words to identify their belonging to each vertex of the fraud triangle. Those not

related to the vertices were not colored. We can observe that the model obtained by Gui-

dedLDA has a behavior similar to that of regular LDA, which does not reflect a relationship

between the topics obtained with each of the vertices of the fraud triangle since the words

within each topic contain words associated with different vertices of the triangle. As in re-

gular LDA, the model does not group words into topics related to each vertex of the fraud

triangle. Still, the probability that the corpus documents belong to each topic provided by

the model is helpful for feed classification algorithms to detect whether or not a phrase is

related to fraud. On the other hand, the results obtained by CorEx are more interpretable

than their predecessor since each topic obtained can be linked directly with the knowledge

of the domain established in the list of initial words or anchors. A clear relationship can be

seen between the resulting topics and the vertices of the fraud triangle; for example, in topic

1 (T1-CorEx), the words (orange) related to pressure are grouped in order of importance; in

topic 2 (T2-CorEx), the words (green) related with opportunity, topic 3 (T3-CorEx) the words
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(purple) related to rationalization and finally topic four those that are not related to fraud.

CorEx allows the obtained model to converge to link the seed or anchor words to a given

topic.

Table 6.4: The terms that appear most frequently in the study dataset are associated with each of the
three vertices of the fraud triangle once GuidedLDA and CorEx have been applied. The words are
colored orange, blue, and green to indicate the vertices of pressure, rationalization, and opportunity,
respectively. CorEx better classifies the terms by topic.

Topics

T1 T2 T3 T4
G-Lda CorEx G-Lda CorEx G-Lda CorEx G-Lda CorEx
review problem time support people care think people
debt economic system failure study poor write think
economic review love easily think deserve lose time
study job failure insufficient play later people love
problem lose study inadequate abuse compensation nobody play
deadline deadline write evacuation economic fix care privacy
earnings exploitation play earning accessible steal deserve tank
compensation labor error supervision poor temporary steal song
inadequate period fix error exploitation fair job album
fair currently weakness accessible problem unethical play update
insufficient solve evacuation security many illegal poor indigenous
problems social accessible muscle unethical trade fix spend
play political think file supervision seek something change
supervision issue temporary datum temporary know unethical live
exploitation country job strength role alcohol want make
countries work file remain problems victim song people
role external use capacity children try things think
period face case warn love verbal good time
people data weakness anything
evacuation change work look

Once the models are obtained, the four resulting topics are manually labeled concerning the

three vertices of the fraud triangle: pressure, opportunity, rationalization, and others. This

categorization of topics is essential since it allows for interpreting the corpus and identifying

the implicit topics in a dataset. The interpretation of a topic can be achieved by examining a

ranked list of terms in each topic [64].

With the defined models, we can obtain the probability that a particular document in our cor-

pus belongs to a specific topic; by entering the document into the model, it analyzes it and

calculates the possibility of belonging to each one of the topics, establishing a percentage

of probability per topic. One approach to classifying a document as belonging to a particular

topic is to analyze which topic contributed the most to that document and assign it to that

topic. Table 6.5 shows the percentages of belonging to a document associated with each to-

pic. In this case, the one with the highest value corresponds to the most related or dominant

for GuidedLDA.

Applying the same procedure to CorEx, it can be seen in Table 6.5 that the algorithm returns

boolean values (True or False) to determine if a topic contributed more to a document and
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Docs Pressure Opportunity Rationalization Others
G-LDA CorEx G-LDA CorEx G-LDA CorEx G-LDA CorEx

0 0.43 False 0.12 True 0.45 False 0.00 False
1 1.00 False 0.00 False 0.00 False 0.00 False
2 1.00 False 0.00 False 0.00 False 0.00 False
3 0.01 False 0.00 True 0.98 False 0.01 False
4 0.00 False 0.00 False 0.23 False 0.77 True
5 0.99 False 0.00 True 0.00 True 0.01 False
6 1.00 True 0.00 False 0.00 False 0.00 False
7 0.23 True 0.00 False 0.00 False 0.77 False
8 0.99 False 0.00 True 0.01 False 0.00 False
9 1.00 False 0.00 True 0.00 False 0.00 False

Table 6.5: Probabilities obtained from GuidedLDA (G-LDA) and CorEx in the different established
topics; where each row represents a specific result for a particular model, the values in the G-LDA
column represent the probability obtained by this model that a document belongs to that topic. In
contrast, the values in the CorEx column have binary values, where true indicates that the document
belongs to that category, and false indicates what is contrary.

if this document is more related to that topic. In general, this approach could inform about

a document belonging to a specific topic without specifying the weights to which each topic

contributed to that document.

Given that the metrics corresponding to the probabilities obtained by the models are neces-

sary to feed classification models and their subsequent fraud prediction, it is essential to

obtain the required values and be able to process them using machine learning algorithms.

In this context, the operation of the “corextopic.py” module, developed in Python, which con-

tains the functions associated with transforming the data according to the previously defined

model, was analyzed. The transform() algorithm 4 takes a matrix X consisting of (n_samples,

n_visible), where n_samples is the number of data points, and n_visible is the dimensionality

of each data point. The input data samples are preprocessed by applying a normalization or

standardization, which is done by calling the preprocessing method; the preprocessed data

is then stored in X. The latent_calculation method is then called to calculate the latent varia-

bles p(y|x) and the log-likelihood of the data log(z) for the preprocessed data samples X and

the model parameters (self.theta). The resulting values are stored in p_y_give_x and log_z,

respectively. Finally, the label() method is called to assign a label to each data sample; this

algorithm 4 is inside the same “corextopic.py” class, which takes the matrix p_y_given_x of

the form [n_samples, n_hidden] that represents the distribution over the hidden variables

given the observed variables and returns binary labels for each sample based on the esti-

mate of maximum likelihood. Additionally, it applies a threshold of 0.5 to the probabilities at

p_y_given_x. If the probability of the hidden variable is more significant than 0.5, the method
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assigns it a true label; otherwise, it assigns a false label. The output is a boolean array of

the form [n_samples, n_hidden] representing the labels of each sample. The resulting labels

are stored in the labels variable.

Algorithm 4 Label hidden factors for (possibly previously unseen) data samples.
Input: samplesofdata,X, shape = [n_samples,_visible]{*}[r]List of Sensitive Terms

Output: shape = [n_samples, n_hidden] {*}[r]Negation Excluded List

1 Function transform(Takesintwoinputs : X, anddetails):

2 X ←− self.preprocess(X)

p_y_given_x,_, log_z ←− self.calculate_latent(X, self.theta)

labels←− self.label(p_y_given_x)

if details is true: then

3 return returnp_y_given_x, log_z

4 end

5 return labels

6 End Function

7 Function label(p_y_given_x):

8 return (p_y_given_x > 0.5).astype(bool)

9 End Function

Because it is required that the estimation of the document-topic distributions be obtained

as a return value, it is necessary to update the “transform” method, for which its counter-

part of the GuidedLDA algorithm was taken as a reference in the “guidedlda.py” module,

this method applies topic modeling using Latent Dirichlet Assignment (LDA) on a document

term matrix X. In this case, the transform() algorithm 5 takes the document term matrix X

as a numpy array and the parameters “max_iter” and “tol” to control the convergence of

the model. Stores the topic distribution for each document in the corresponding row of the

doc_topic array and returns this array containing the probability values corresponding to the

topic distribution for each document.

Once the changes have been made, the module is imported again and generates the results

with the probabilities by topic and dominant topic, as can be seen in Table 6.6.

In addition to the probabilities obtained, we label the first 7,113 records with 1 to indicate that

these documents are fraud-related and the remaining 7,113 with 0 to indicate otherwise. A

filter by dominant topic is applied to this new representation of the dataset 6.6, obtaining four
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Algorithm 5 Transform the data X according to previously fitted model
Input: X : array − like, shape(n_samples, n_features), max_iter : int, optional, tol :

double, optional
Output: doc_topic : array − like, shape(n_samples, n_topics) {*}[r]Point estimate of the

document-topic distributions.
10 Function transform(self,X,max_iter = 20, tol = 1e− 16):
11 if isinstance(X,np.ndarray) then
12 X ←− np.atleast_2d(X)
13 end
14 doc_topic←− (np.empty)(X.shape[0], self.n_hidden)

WS,DS ←− lda.utils.matrix_to_list(X)
15 foreach d ∈ np.unique(DS) do
16 doc_topic[d]←− self._transform_single(WS[DS == d],max_iter, tol)
17 end
18 return doc_topic
19 End Function

Docs Pressure Opportunity Rationalization Others DT
Doc 0 0.02 0.82 0.16 0.00 1
Doc 1 0.13 0.36 0.02 0.49 3
Doc 2 0.25 0.65 0.10 0.01 1
Doc 3 0.01 0.66 0.34 0.00 1
Doc 4 0.00 0.34 0.04 0.62 3
... ... ... ... ... ...
Doc 14225 0.25 0.07 0.00 0.68 3
Doc 14226 0.00 0.20 0.42 0.38 2
Doc 14227 0.00 0.00 0.30 0.70 3
Doc 14228 0.00 0.06 0.00 0.94 3
Doc 14229 0.00 0.73 0.02 0.26 1

Table 6.6: Numerical representation of the distribution of probabilities by topic (pressure, opportunity,
rationalization, and others) obtained through CorEx modifying the transform() method. To the 14,229
documents that comprise the corpus, an additional column is added that identifies the dominant topic
(DT), representing the highest probability that a document belongs to a specific topic.

datasets per topic (pressure, opportunity, rationalization, and others) that served as input to

train classification algorithms.

6.5.2 Detection of phrases related to fraud

The second stage of the experimentation consists of applying classification methods to the

datasets (pressure, opportunity, rationalization, and others) with the probabilities obtained in

the previous stage through the application of the semi-supervised algorithms (GuidedLDA

and CorEx). To try to predict behaviors suspected of fraud.

Once the dominant topic filters the original dataset, four datasets are generated, labeled as
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Classification Method’s Predictive Accuracy MeanT1 T2 T3 T4
Random Forest: AUC 0.91 0.90 0.89 0.77 0.87
Gradient Boosting: AUC 0.91 0.92 0.90 0.80 0.88

Table 6.7: Random Forest’s and Gradient Boosting’s performance in predicting if a document is
related to fraud was evaluated using the area under the curve (AUC). T1, T2, T3, and T4 are the
corresponding datasets for the four contexts where a subject obtained from CorEx predominates.

fraud and non-fraud for all their records. We build models using these new representations

and classification algorithms to predict whether a new document inputted into the model is

related to fraud. RF and GB algorithms were applied due to their superior performance, as

reported in [4].

6.5.2.1 Classifier performance

In the present work, the ROC curve was used to represent the performance of different ma-

chine learning models when classifying documents as related or unrelated to fraud. Several

metrics, including recall, accuracy, and precision, can be used to assess the performance of

a classification model. One of the main weaknesses of these metrics is that they are sus-

ceptible to changes in class distribution. When the ratio of positive to negative occurrences

in a test set changes, a model’s performance may no longer be optimal or acceptable. Ho-

wever, the ROC curve is independent of the class distribution changes [65], so for this type

of analysis, it is a frequently used technique [66] [67]. The ROC curve will not change even

if there is a change in the class distribution of a test set. This is because the ROC curve

is based on the underlying class conditional distributions from which the data is drawn. It

plots a model’s true positive rate on the y-axis against its false positive rate on the x-axis.

It provides a general measure of model performance, regardless of the various thresholds

used. The results can be seen in Figure 6.2 but are also presented in Table 6.7.

Based on these findings, Random Forest and Gradient Boosting perform the best, with a

mean area under the curve (AUC) of 0.87 and 0.88, respectively. These findings imply that

our method to identify fraudulent actions based on topic identification using semi-supervised

models would be feasible when developing machine learning models.
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Figure 6.2: The ROC curves of different machine learning classification models. The models are:
Random Forest (RF) and Gradient Boosting (GB). The results show that GB obtained the highest
AUC in all the topics

6.5.2.2 Comparison of classification algorithms.

When comparing the performance of the classification methods, it was observed that RF

and GB showed similar performances, with an average AUC of 87 % and 88 %, respecti-

vely, as shown in Table 6.7. Furthermore, GB exhibited a slight superiority of 1 % about

RF. These findings align with the results reported in [4], where RF and GB were identified

as the most efficient classification algorithms, achieving an average AUC of 81 %. By using

semi-supervised methods for topic modeling, a notable improvement of 7 % was observed in

the performance of the classification methods to predict behaviors suspected of fraud; this

suggests that incorporating the semi-supervised approach improves obtaining document

probabilities by topic, increasing the accuracy and efficiency of fraud prediction models that

use RF and GB algorithms.
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6.5.2.3 Validation

The validation of a model consists of evaluating its performance using a dataset that has yet

to be used during the training process. The main goal of validation is to estimate a model’s

performance and get an idea of how well it will work with new data. When building a machine

learning model, it is necessary to guarantee its performance through a proper validation

process. A standard model validation method uses learning curves and graphs showing the

relationship between model performance on training and validation sets as a function of

the training data. Observing the relationship between model performance and the amount

of training data is possible by analyzing the learning curves. Through cross-validation, it is

possible to use k-folds to create a learning curve, train the model on different subsets of

data, and evaluate its performance on the validation set. Cross-validation is a technique

used to assess the performance of a model by dividing data into k-folds or k-subsets. This

allows the model to be trained and evaluated k times, each time on a different subset of

data. On the other hand, ROC (receiver operating characteristics) curves provide a way to

assess the trade-off between model sensitivity and specificity so they can help determine the

optimal threshold for classification tasks. Together, these metrics provide a comprehensive

approach to assess and validate the performance of a machine learning model.

Using multiple datasets to validate a model contributes to a more robust estimate of its per-

formance. In this context, four datasets WebScraping, Students, NN, and ChatGPT, were

used to perform the tests. Through the application of learning curves, the classifiers (RF and

GB) were trained with the four datasets individually. For their validation, the three remaining

sets were concatenated, all for each of the four study topics. In other words, four training-

validation rounds were carried out, one per dataset; for example, for the first set of tests, the

model was trained with WebScraping and validated with (Students+NN+ChatGPT) for each

topic, for the three rounds. The remaining datasets were exchanged until all possible com-

binations were covered. As can be seen in Figure 6.3, a recurring behavior was identified

because of applying this technique, observing in the different test rounds that GB has a low

bias and acceptable variance in the four topics, which suggests that the model adequately

works both in the training set and the test set. Therefore, it can capture the relationship bet-

ween the characteristics and the objective variable. That is, it does not make assumptions.

Furthermore, the model is not sensitive to variations in the training set and can generalize

new data well. In the case of RF, it can be mentioned that, in contrast, it has a high bias and
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a high variance, which means that the model cannot efficiently capture the relationship bet-

ween the characteristics and the target variable in the dataset and is sensitive to variations

in the dataset so it cannot generalize well to new data.

Figure 6.3: Learning curves for the four tests were carried out using RF and GB models. This figure
also shows the training time of the different models as a function of the size of the training set.

Each of the four datasets was used to train GB once it was verified that its performance was

superior to RF, while the remaining three sets were used to test the model’s performance.

This process was repeated using each of the four training datasets and testing the perfor-

mance with the remaining three until all possible training-test combinations were covered in

the four established topics. ROC curves were generated for each training-test combination

to assess the model’s performance. By doing this, it was possible to compare the classifier’s

performance on different datasets and determine which dataset reported superior perfor-

mance.
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Test

Dataset WS NN ST Chat Dif

Tr
ai

n

WS 0.92 0.92 0.77 0.87 0.15

NN 0.90 0.92 0.77 0.87 0.13

ST 0.84 0.84 0.85 0.79 0.06

Chat 0.90 0.82 0.83 0.93 0.11

Table 6.8: Topic 1

Test

Dataset WS NN ST Chat Dif

Tr
ai

n

WS 0.93 0.92 0.89 0.83 0.10

NN 0.90 0.89 0.86 0.80 0.10

ST 0.87 0.86 0.93 0.89 0.07

Chat 0.81 0.84 0.84 0.83 0.03

Table 6.9: Topic 2.

Test

Dataset WS NN ST Chat Dif

Tr
ai

n

WS 0.91 0.91 0.83 0.76 0.15

NN 0.88 0.91 0.82 0.76 0.15

ST 0.82 0.77 0.89 0.80 0.12

Chat 0.83 0.80 0.80 0.82 0.03

Table 6.10: Topic 3

Test

Dataset WS NN ST Chat Dif

Tr
ai

n

WS 0.82 0.82 0.66 0.68 0.16

NN 0.79 0.82 0.65 0.69 0.17

ST 0.60 0.60 0.78 0.70 0.18

Chat 0.67 0.64 0.67 0.76 0.12

Table 6.11: Topic 4

Test

Dataset WS NN ST Chat Dif

Tr
ai

n

WS 0.90 0.89 0.79 0.78 0.12

NN 0.87 0.89 0.78 0.78 0.11

ST 0.78 0.77 0.86 0.80 0.10

Chat 0.80 0.78 0.79 0.90 0.06

Table 6.12: Average of the four tests per topic.

Topics
Folds CV

Score1 2 3 4 5

1: 0.85 0.85 0.84 0.84 0.86 0.85

2: 0.86 0.84 0.85 0.85 0.85 0.85

3: 0.79 0.78 0.77 0.78 0.77 0.78

4: 0.80 0.79 0.79 0.79 0.80 0.79

Table 6.13: Average Cross Validation (CV) Scores

To identify the behavior the different combinations provide, we can look at the AUC scores

obtained for each topic using GB in the four assessments. The higher the AUC score, the

better the performance of the classifier. As can be seen in the Tables 6.8, 6.9, 6.10 and
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6.11, the combinations that present the best performance are those where the dataset used

for training is the same used for testing in all evaluations, obtaining consistently high AUC

scores in all the topics, values represented by the main diagonal of each matrix. In those

tests where the datasets with which the model was tested differ from those with which the

model was trained, we observed that the metrics obtained fluctuate in the combinations

made; some have higher AUC values for specific topics and classifiers, while others have

lower scores, this suggests that the performance of the classifiers depends on the dataset

used for training and testing. Additionally, the values of the four tests were averaged, as seen

in Table 6.12, observing the same behavior. In addition, we use the Cross-Validation (CV)

technique to contrast the data obtained with the external validation. The dataset was divided

into five different “folds,” allowing us to train and test the model iteratively. Each iteration

used a different fold as a test set, while the remaining folds were used for training. Once

all the iterations were completed, the results were averaged to derive a comprehensive

performance measure for the model, as seen in Table 6.13. In this context, it is possible

to affirm that the model is generalizable since it has been externally validated and cross-

validated using the study datasets and the best performance classifier, in addition to the

scores in a general way in the different phases of training and test, per topic are consistently

high.

6.5.2.4 Discussion

This section compares different topic modeling approaches to capture fraud-related phrases

and their computational complexity. The distribution of the main terms and topics obtained

from the classic LDA is presented in Table 6.3, with words related to fraud labeled in color.

However, fraud-related words are randomly distributed in the topics without any specific

clustering, which prevents tagging the topics with the vertices of the FTT. This suggests that

the modeling approach cannot determine the relationship between fraud and the FTT. As a

result, it cannot be applied on this initial attempt.

Like its unsupervised LDA predecessor, Guided LDA does not show any visible grouping by

topic and cannot be associated with the FTT. However, the CorEx algorithm performs highly

satisfactorily with grouping words by themes. Table 6.4 shows how words are arranged by

a specific color related to the vertex of a fraud triangle, allowing for labeling based on their

theme of “pressure, opportunity, and rationalization.” This allows a connection between the
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FTT and the results obtained by the CorEx model. This suggests that fraud-related phrases

within the same individual and corresponding to topics related to the fraud triangle indicate

potential fraudsters requiring further investigation.

The dataset is balanced between fraud and non-fraud classes. It is mentioned that analy-

zing the results with balanced precision or the area under the curve (AUC-ROC) is preferable

when dealing with imbalanced data. CorEx shows higher recall, meaning it finds more true

positives but has a lower precision or higher false positive rate. Additionally, CorEx outper-

forms normal and GuidedLDA in terms of balanced accuracy. The semi-supervised approach

is considered an alternative strategy to the classic unsupervised model, as it avoids challen-

ges in determining the nature of topics and their labels. Although the topics identified by

CorEx do not cover all fraud theories, they align with factors in the FTT, such as “pressure,

opportunity, and rationalization.” This approach, incorporating semi-supervised topic mode-

ling techniques and pre-obtained keywords from LDA, is beneficial for identifying relevant

topics.

To analyze the computational complexity of LDA, GuidedLDA, and CorEx approaches in

discovering latent themes and structures in data, it is essential to understand the practi-

cal implications and considerations that researchers should consider when choosing one of

these approaches. In the case of LDA, its complexity is influenced by critical factors such

as the number of documents (N), the size of the vocabulary (V), and the number of topics

(K), with an approximate complexity of O(I * N * K * V) [68], where I represents the num-

ber of iterations that an algorithm requires to converge or reach a steady state. The EM

(Expectation-Maximization) algorithm used in LDA refers to the number of times the expec-

tation and maximization steps are performed to fit the model to the data. The complexity

grows as the number of documents, the size of the vocabulary, and the number of topics

increase. This behavior can limit the scalability of LDA on massive data sets or in situations

where a high level of thematic granularity is sought. On the other hand, GuidedLDA, by incor-

porating external information to guide topic assignments, can present additional complexity

due to the extra computations required to integrate these guides. However, it follows a simi-

lar structure to the LDA in terms of complexity. The benefits of the guide can be remarkable,

especially in cases where the interpretability and quality of the topics are a priority. However,

an increase in training time can accompany this improvement. In contrast, CorEx differs from

other techniques by addressing the correlation and dependency between variables, which

impacts its complexity depending on the dimensionality and the number of samples. Since
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CorEx operates differently from the probabilistic approach of LDA and GuidedLDA, its com-

plexity is influenced by the number of samples without a fixed number of topic parameters.

In summary, the choice between these approaches must consider not only the quality of the

results but also the computational complexity and characteristics of the data in question.

6.6 CONCLUSIONS

Fraud study and investigation are critical in addressing social disorder and the security th-

reat it poses to government and business. To effectively combat fraud, it is essential to

deepen the analysis of fraudulent activities and develop proactive identification strategies.

This research used topic modeling and machine learning techniques, focusing on the FTT

and using various study corpora. The generation of four datasets was necessary due to

the scarcity of resources in this field and the need for fraud-related information. Applying a

semi-supervised approach to theme modeling, using the CorEx and GuidedLDA algorithms,

demonstrated that CorEx was more successful in creating consistent and interpretable the-

mes aligned with the vertices of the fraud triangle. The probabilities of the document-subject

associations extracted from the models were then used as input for the Gradient Boosting

and Random Forest classification methods to predict fraud-related behaviors. Evaluation

of the model’s performance using ROC curves and the AUC metric revealed that Gradient

Boosting slightly outperformed Random Forest, achieving an average classification accuracy

of 88 % compared to 87 %; This represents a 7 % improvement over the results obtained in

a previous study [4]. Semi-supervised approaches like CorEx in text mining contribute to a

better analysis of the combination of expertise and domain scalability. Using multiple data-

sets to test the model’s performance yielded promising results, indicating that the model can

be generalized. In addition, the model obtained a low bias and an acceptable variance in the

four subjects, which indicates good performance in the training and test sets.

6.6.1 Future Work

In future work, it is proposed to apply new approaches concerning topic modeling, such as

BerTopic, to improve the identification and analysis of relevant topics in large datasets. In

this sense, datasets with more information should be generated. This new approach could

involve advanced Deep Learning techniques, such as Convolutional Neural Networks or Re-
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current Neural Networks, allowing a more precise and contextualized representation of data

documents. In addition, incorporating multimodal information, such as images or videos, into

topic modeling could be investigated, enriching the understanding of topics by considering

different data modalities. In summary, further study and analysis of topic modeling promi-

se innovative approaches that will improve the ability to identify and analyze topics in large

volumes of data more accurately.
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7 DISCUSSION

This chapter contrasts how the work carried out supports the solution to the problem posed in

this investigation; this is evidenced by analyzing the results obtained in each publication and

how they contributed to meeting the thesisóbjectives. Fraud-related investigations generally

focus their attention on figures and financial analysis, dismissing information of a textual

nature. In this context, a favorable scenario opens up the study of this phenomenon from the

perspective of text analysis that deals with the study of unstructured data.

Schemes and techniques for committing fraud are constantly evolving and are statistically

ahead of mitigation strategies. In this sense, the research developed in this thesis proposes

applying text mining tools, topic modeling, and classification methods, intending to imple-

ment a methodology that allows the early identification of behaviors with suspicion of fraud.

To overcome the lack of information in which evidence related to fraud is found, either due

to its reserved nature and difficult access or its non-existence, it was necessary to build a

synthetically generated dataset, which includes information related to the three vertices of

the fraud triangle theory, which are related to fraudulent trends and also included another di-

mension that refers to general trends. On this basis, in the experimentation stage through the

application of topic modeling algorithms, it was possible to identify fraud-oriented behaviors

in the study dataset, categorizing the most representative words into four topics, without this

meaning that each topic generated by the model is associated with a specific vertex of the

triangle of fraud and rather a transversal ordering was observed throughout the topics. The

obtained topic model allowed us to deal with probabilities to identify the belonging of a do-

cument to a specific topic and to be able to apply classification algorithms to these files to

try to predict suspicions of fraud.
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7.1 CONTRIBUTIONS

Understanding that the problem for the analysis and study of fraud lies in the lack of methods

that allow us to build adequate models for its identification quickly and proactively, several

interrelated works were developed to propose a solution to this problem. The contributions

are described below:

1. Journal-MDPI-1: The preparation of the paper entitled Fraud Detection Using the Fraud

Triangle Theory and Data Mining Techniques: A Literature Review published in Com-

puters magazine, Special Edition Artificial Intelligence for Digital Humanities MDPI,

2021. (SJR Q2). It allowed the development of an SLR, through which it was possible

to analyze the different contributions made about fraud in the scientific field and identify

the literature related to its detection.

2. Journal-MDPI-2: Once the literature analysis has been carried out, the knowledge

gaps and the available scientific evidence on the subject of study have been iden-

tified. These results allowed us to understand the problems related to fraud and to

distinguish the different theories and methodologies applied to fight it, which allowed

us to propose a model for its prediction, trying to identify suspicious behaviors in a da-

taset and align them with some theory related to fraud. These results were published in

the article Predictive Fraud Analysis Applying the Fraud Triangle Theory through Data

Mining Techniques in the journal Applied Sciences (JCR-Q2).

3. Journal-IJASEIT: Through the elaboration and results obtained by proposing a model

to predict fraud, it was possible to identify the lack of access and availability of in-

formation related to this phenomenon, representing a restriction limiting its study. An

alternative to obtaining this information is to generate synthetic data, following ade-

quate methodologies that allow for establishing control parameters for a reliable output

with all the characteristics of an original dataset. The results were published in the

International journal Advanced Science Engineering Information Technology in the ar-

ticle Generation of a Synthetic Dataset for the Study of Fraud through Deep Learning

Techniques. (SJR-Q3)

4. Conference-DSICT: Since three datasets (2 synthetics and one real) were generated

using different alternatives, it was necessary to compare to establish if this diversity
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impacts the results obtained by the prediction model. The different datasets were en-

tered into the model to identify if the performance obtained using synthetic data is

comparable to real data and to analyze the behaviors’similarities. This work, named

Comparative Analysis of the Performance of Machine Learning Techniques Applied to

Real and Synthetic Fraud-Oriented Datasets, was presented at the Doctoral Sympo-

sium on Information and Communication Technologies (DSICT 2022) conference.

5. Journal-PeerJ: Once it has been verified that the results of the fraud suspicion predic-

tion model are not distorted by the use of different sets of generated data (real and

synthetic) based on the established model, it is proposed to analyze alternatives to

improve the performance of the topic modeling considering semi-supervised techni-

ques and using the approach of the previous contribution to validating its impact on

the performance of the predictions obtained. The results were submitted for possible

publication in the journal PeerJ Computer Science (JCR-Q2)

6. Conference-IEEE: Finally, as an appendix of this thesis, it was proposed to implement

a functional architecture model to deploy a solution through the use of open-source

tools that allow listening to the information traffic of a network to collect information to

carry out the analysis of that data later to try to detect unusual behaviors related to

fraud. This proposal was presented at the IEEE 8th Annual Computing and Communi-

cation Workshop and Conference (CCWC 2018).

7.2 RESEARCH QUESTIONS ANALYSIS

To analyze how the contributions presented in this thesis help solve the problems raised, a

discussion is carried out to establish the relationship between the research questions and

the contributions mentioned.

RQ1. What are the advances in fraud detection using topic modeling and machine learning

techniques, and how have they been applied to various fraud theories in recent litera-

ture?

Literature reviews are a preliminary step before beginning an investigation since it is a ne-

cessary phase that allows us to locate and support the investigation based on what other

researchers have written on a specific topic. When a topic needs to be better defined, it is
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advisable to make a first foray into the literature to identify what has been written on the topic

of study.

Figure 7.1: Contributions - Phase 1.

A systematic review of the literature was carried out in chapter two (Contribution 1, “Jour-

nal MDPI-1”, see Phase 1 in Figure 7.1), in which multiple studies related to fraud were

collected and analyzed through a systematic process, considering human behavior as the

main element of risk. In this context, the theories associated with fraud have reviewed this

phenomenon. An explicit contribution of an SLR is that it allows us to obtain a synthesis

of information regarding one or several specific research questions under a defined search

strategy whose main objective is to find the most significant amount of relevant bibliography

available. In this sense, the following research questions were posed:

❖ RQ1.1: How can fraud be detected by analyzing human behavior by applying fraud

theories?

❖ RQ1.2: What machine or deep learning techniques are used to detect fraud?

❖ RQ1.3: Using machine learning techniques, how can fraud cases be detected by analy-

zing human behavior associated with the Fraud Triangle Theory?

Table 7.1 shows the research questions posed and the number of works found with their

respective study identifier.
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Table 7.1: Data extraction form.

RQ Study Identifier Frequency

1 [38, 39, 40, 41, 42, 43, 70] 7

2
[45, 46, 47, 48, 12, 50, 51, 52, 53, 54, 55] 24

[56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68]

3 [69] 1

In RQ1.1, seven works were identified based on fraud theories, such as the triangle and

the diamond, and tried to identify behavior patterns related to the vertices of these theo-

ries. In [38] [39], a model for fraud detection considering the vertices of the fraud triangle is

proposed, associating this theory with patterns of human behavior, which can be found in

information sources such as emails, text messages, traffic networks, and system logs from

which evidence of fraud can be extracted. At the same time, other authors go further [42][70]

and analyze the moral aspects of criminology and psychology that can intervene to commit

fraud. On the other hand, there are works [41][43] that are based on the use of international

standards and regulations related to auditing, which focus on auditors’responsibility when

evaluating fraud and whether the standards have been used efficiently based on indicators

obtained from surveys carried out on specialized personnel such as auditors, accountants,

public officials, and inspectors to determine the perceptions of the importance of the existen-

ce of warning signs of financial fraud through the use of fraud theories. In [40], the need to

carry out an expost analysis and the existing literature on fraud is identified once information

on the behavior of fraudsters has been obtained.

RQ1.2 was the question with the most significant number of works found. A total of 24

were identified, which can be addressed in more detail in Chapter 3. RQ3 was the question

with the fewest works found, with only one study linking the detection of fraud through the

use of machine learning techniques and that is related to a theory of fraud [69]; in this

work, the authors review the aspects related to the vertices of the fraud triangle through

the use of data mining techniques to evaluate the attributes such as pressure, opportunity,

and rationalization through the use of questionnaires prepared by experts and compared

if the suggestions of these agreed with the results obtained through the use of machine

learning techniques. Evidence from a single primary paper supporting this approach means

a gap in this field. It allows us to establish a baseline for addressing this phenomenon. When

identifying the area of investigation related to fraud within the RQ1.3 approach is incipient,
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questions were formulated in this area oriented towards more specific areas of knowledge

and, above all, establishing the need to build a model.

RQ2. How can information related to fraud be obtained as test cases and training for pattern

analysis and subsequent evaluation of learning algorithms?

The development of this thesis presents a significant challenge due to the lack of accessibi-

lity and scarcity of data related to fraud. Recognizing this limitation, our work contributes to

existing knowledge by addressing the difficulty of obtaining datasets that contain the neces-

sary evidence related to this issue. This resource is crucial to evaluate the effectiveness of

the proposed model (Contributions 3 and 4, “Journal-IJASEIT and Conference-DSICT,” see

Phase 2 in Figure 7.2).

Figure 7.2: Contributions - Phase 2.

In Chapter 3, an initial model for fraud prediction is proposed. A synthetic dataset was gene-

rated to verify its performance, created from a dictionary of terms related to the fraud triangle.

The same triangle is tagged in pressure, opportunity, and rationalization categories. Through

the application of online tools, a group of keywords was used, the most representative, and

it was used to generate phrases related to the three vertices of the fraud triangle; as a result,

the generated phrases include the terms used from the dictionary. Additionally, this process

was used to generate phrases unrelated to fraud in the same proportion as those related

to fraud and to create a balanced dataset containing phrases in both senses. As a result of
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using this dataset in the proposed model, it was possible to observe an acceptable perfor-

mance in predicting fraud-related behaviors from the perspective of traditional classification

models. In contrast, from the deep learning side, the performance was less efficient; this

suggests that for this approach, the performance of our model is related to the amount of

data and, as such, its size conditions this behavior.

To validate our model under other conditions, chapter 4 proposes generating a new synthetic

dataset from a real one. The construction of the real dataset was carried out with the support

of EPN students who, depending on the keywords related to the vertices of the fraud trian-

gle, wrote sentences that contained these terms, assuming the role of a potential fraudster,

which consisted of asking them if they were in difficult financial conditions, which motivates

pressure. They had the opportunity to commit an illegal act on the condition that no one

would notice trying to rationalize the act. They occupy that character and express it in sen-

tences within that context. With this experiment, the real dataset that we named Students

was synthesized, the same one that served as a seed to generate a synthetic dataset using

a recurrent neural network (RNN) and short-term memory networks (LSTM).

Finally, in Chapter 6, a dataset called ChatGPT was created to simulate features of previous

datasets using this artificial intelligence. Phrases related to the three vertices of the fraud

triangle were generated: opportunity, rationalization, and pressure. The tool was asked to

come up with scenarios that incorporated these elements, such as an employee having

access to confidential financial information (opportunity), justifying fraudulent actions due

to unfair compensation (rationalization), or facing financial difficulties that motivated fraud

(pressure). The tool was then prompted for sentences related to these aspects, posing a

question: “Tell me sentences about perceived pressure, opportunity, or rationalization.”

Four different datasets were used to develop and validate a model for fraud prediction. In

table 7.2, Let’s explain the information and differences between these datasets:

RQ3. How can a model be developed through the topic modeling approach using fraud theo-

ries and machine learning that allows for effective fraud analysis?

In Chapter 3, a new model based on topic modeling techniques was proposed that, by

applying classification algorithms, tries to predict fraud (Contributions 2 and 5, “Journal-

MDPI-2 and Journal-PeerJ”, see Phase 3 in Figure 7.3). As a contribution, the fraud trian-

gle theory was adapted to the proposed model, proposed by the American criminologist
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Table 7.2: Summary of Datasets Used in Research

Dataset Purpose Key
Characteristics

Key Differences

Synthetic Dataset
for Initial Model
(Chapter 3,
“WebScraping”)

Evaluate the initial
fraud prediction
model.

- Categorized fraud
triangle terms -
Generated phrases
with keywords -
Included fraud and
non-fraud samples

The dataset was entirely
synthetic, generated from
keywords and phrases in
a dictionary.

Real Dataset
Generated by
Students (Chapter
4, “Students”)

Generate real data
for model
validation.

- Roleplay
scenarios by
students - Real
human input -
Basis for further
dataset generation

The dataset was based
on real human input, with
students assuming roles
related to fraud.

Synthetic Dataset
Generated from
Real Dataset
(Chapter 4,
“Neural-Networks”)

Enhance the
dataset derived
from real data.

- Created with
RNN and LSTM
neural networks

The dataset was
generated from the
“Students” dataset using
neural networks.

Synthetic Dataset
Generated by
Artificial
Intelligence
“ChatGPT”
(Chapter 6,
“ChatGPT”)

Evaluate the fraud
prediction model.

- Created with
RNN and LSTM
neural networks

The dataset was
generated from the
“Students” dataset using
neural networks.

Donald Cressey in the 1960s, a time since it has not developed substantially, by defining

three fundamental factors: pressure, opportunity, and rationalization. This theory has tried

to demonstrate how the union of these three factors makes a person commit fraud, which

makes it pertinent that the study of fraud is given from the perspective and vision of the

fraudster. For this, it is almost indisputable that the analysis of human behavior plays an

essential role in detecting potential fraudsters. This will allow us to assign labels related to

the vertices or factors of the fraud theory in the dataset. This novel approach provides a

methodology to capture the behavior of a potential fraudster using feature classification in

the context of the dataset to try to capture their behavior using topic modeling, specifically

unsupervised methods such as LDA. Incorporating this technique associated with the fraud

triangle theory will allow identifying fraud-related patterns in the study corpus, trying to es-

tablish a relationship between the model obtained by LDA and the “pressure, opportunity,

and rationalization” vertices. This first approximation could not be established because, in

the distribution of words by resulting topics, a dispersion of the words related to fraud in the

different topics was observed, which did not allow relating the topics obtained with a specific

vertex of the triangle. However, this accumulation of prevalent terms in the different topics
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Figure 7.3: Contributions - Phase 3.

warns of a visibly fraud-oriented behavior, which suggests that the documents used by the

model have a clear probability of fraudulent behavior.

To ensure that the results obtained by the model are not biased because the datasets used

for this type of study, such as fraud analysis, are frequently unbalanced. Considering that

this data is used in the training and testing phases. It was decided to balance the data

in a 1:1 ratio, which means 50 % fraud data and 50 % non-fraud data, which allows us to

solve the problem of unbalanced class distribution. In addition, the dataset for testing and

training later used in classification methods and deep learning algorithms was split 80:20

respectively. The experimentation shows a promising prediction result, for which the ROC-

AUC curves were used as a metric that allows measuring the performance of classification

algorithms, obtaining a value of 81 % for the algorithms that presented the best performance.

Chapter 6 presents the scope of the previously proposed method, in which semi-supervised

models are proposed to improve efficiency in identifying patterns of ordinary meaning within

a document in the modeling of topics stage. This approach aims to integrate the knowledge

of the study domain through keywords or anchor words, in our case related to fraud, which

guides or encourages modeling in the direction of those words, which means that the algo-

rithm tries to search for topics related to these anchor words, this to find topics of interest

related to the three vertices of the fraud triangle “pressure, opportunity and rationalization”

and an additional factor named as others if no document is linked to said vertices. As a
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contribution in this experimentation phase, it was possible to observe that the distributions

of words per topic obtained were more consistent, evidencing in each grouping set of terms

related to the vertices of the fraud triangle. Therefore, in this second instance, a relationship

can be established between the model obtained by the semi-supervised algorithm (CorEx)

and the vertices of the fraud triangle, allowing us to assign the corresponding labels to each

topic. With the results obtained by the model based on the probabilities that a document be-

longs to a specific topic and applying classification methods on these distributions, a much

better prediction result was identified than its predecessor, obtaining a performance of 90 %

in the algorithms with better performance.

The validity of the work presented in this thesis poses several challenges. Therefore, it is

essential to analyze the factors that threaten its reproducibility and reliability to mitigate

them. For this purpose, in [1], the datasets and the analysis notebooks with the results in

the different research phases are provided.

As a first validation scenario, we propose to analyze the datasets generated for this research

to evaluate how they behave based on their performance once the proposed fraud prediction

model has been used. Chapter 5 deals with this comparison, establishing the need to identify

whether using different datasets can impact the performance of the proposed model. Two

datasets used for this study were synthetically generated using neural networks and tools

available on the internet. At the same time, a third was developed with EPN students, called

students, due to the conditions in which it was built. These resources served as input for

the fraud prediction model, which allowed evaluation of them and determination that the

performance of the different models generated by each dataset (synthetic and real) was

similar. This suggests that the results obtained by synthetic datasets may reflect behaviors

as if real data had been used.

Internal validation of a model involves using a subset of the training data to evaluate the mo-

del’s performance. This is typically done using techniques such as k-fold cross-validation,

where the data is divided into k subsets. The model is trained and evaluated k times, with

a different subset of the data used as the validation set each time. External validation of a

model involves using a completely independent dataset not used during the internal valida-

tion or training process to assess the model’s performance. This is important to estimate the

model’s generalization performance and to know how well the model will perform on unseen

data. In this context, in Chapter 6, the proposed model is validated using various datasets.

The model was trained by performing training-test combinations with the different datasets
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one at a time. Each resulting trained model was used to predict the remaining test sets. The

different predictions obtained were compared with the real values, which means that the

test dataset corresponded to the training one, with which the model can be evaluated and

determined that it generalizes adequately when new data is used. These findings highlight

the potential of this machine-learning model to identify fraud. The average AUC from the

external validation dataset was slightly less than the original one.

Additionally, Chapter 6 discusses the computational complexity of the three approaches

used, LDA, GuidedLDA, and CorEx, to discover latent themes in the data. The complexity

of LDA depends on factors such as the number of documents, vocabulary size, and topics,

which limits scalability on large data sets. GuidedLDA introduces additional complexity due

to integrating external information but offers interpretability benefits. The complexity of Co-

rEx depends on the dimensionality of the data and the sample size, as it operates differently

than LDA and GuidedLDA. The choice between these approaches must consider both the

quality of the results and the computational complexity.
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8 CONCLUSIONS

This thesis contributes to early fraud detection. In this sense, no studies have addressed this

problem from the context of human behavior analysis that uses fraud theories associated

with topic modeling and machine learning techniques. This implemented methodology has

allowed the identification of patterns of fraudulent behavior related to the fraud triangle and

its vertices, “pressure, opportunity, and rationalization.” Given the absence of fraud-related

information, the datasets used for this study were synthetically generated, two of which

were created using online tools and machine learning techniques. Moreover, another was

generated by simulation with EPN students. Finally, as an additional contribution, a dataset

was generated using the ChatGPT tool, with the same characteristics as the previous ones,

which represents a fundamental contribution to the development of this research, in contrast

to studies for fraud detection related to fraud theories, where the extraction of patterns and

the construction of models depend on the static parameterization of their factors or vertices.

Therefore, the present investigation analyzes how text-based patterns can vary depending

on the nature of the information and, through topic modeling, identify implicit themes in the

datasets used. This way, it is possible to classify texts and find relevant patterns related to an

object of study, fraud. The texts present a variety of topics, and these topics are expressed

through words. This technique informs what topics exist in the collected texts analyzed and

what words make them up so that later, a researcher decides what theme is related to

each identified topic. This way, the fraud prediction model is automated from the initial data

collection to the final results.

8.1 THEORETICAL ASPECTS

To test the model’s performance, we used several datasets balanced by pairing observations

with fraud and non-fraud; these samples were generated in different approaches to bring

them closer to the most realistic possible scenario of the probability of fraud. This alternative

193



for the construction of different data sources incorporating characteristics related to a theory

of fraud has made it possible to approach the study of this phenomenon from a psychological

perspective and to identify that this particular research design is novel and no related work

has been evidenced that follows this methodology. The different approaches for generating

the datasets used in the research allowed for obtaining various sources of information, which

contributes to strengthening characteristics such as the model’s precision, reliability, and

generalization.

By using an unsupervised approach to analyze topics to identify latent fraud-related issues in

the first instance, LDA was used, obtaining a relatively accurate approximation of the topics

and keywords discovered with the different probabilities that a specific corpus document be-

longs to one of these topics. Additionally, the performance for detecting fraud-related textual

patterns was tested using various basic classification techniques such as Naive Bayes and

k-neighbors and other more sophisticated ones such as SVM and neural networks. They

obtained highly efficient and reliable detection results with an average AUC of 0.81 in the

analyzed datasets. With the same approach, in a second instance, semi-supervised models

(GuidedLDA and Anchored Corex) were used to characterize the themes in the datasets,

understanding that detection performance can be improved by combining unsupervised and

semi-supervised topic modeling techniques. They found that the semi-supervised Anchored

CorEx approach was more interpretable and produced more coherent themes, leading to

significantly superior results. It outperformed LDA on the ROC-AUC evaluation metric, with

an average AUC of 0.91.

Due to the different techniques used to generate data, the nature of the information, the focus

aimed at trying to detect possible cases of fraud, and the fact that this research is based on

fraud theories to locate the different behaviors related to this problem. Other works in this

research field focus on the analysis of financial statement fraud. However, from the little

existing evidence on similar studies related to the design mentioned above particularities,

significant advances can be observed that the results of this research offer. However, from

the limited existing evidence on similar studies related to the mentioned design peculiarities,

several advances can be observed in this area of study, which shows that this work is a

step forward in the field. The findings of this research offer knowledge and contribute to the

understanding of the subject.
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8.2 PRACTICAL ASPECTS

The applicability constitutes one of the essential characteristics of this study since, in the

reviewed literature, the related works have empirically tested their models for detecting fraud

in samples obtained from any repository without these proposals having developed a test

environment that gets closer to a real scenario.

The findings obtained in this research constitute a contribution to the community related to

the study of this problem. In the scientific field, it can improve fraud detection methods, de-

velop adequate data analysis, and contribute to implementing more robust internal controls.

On the other hand, it can increase awareness about its constant growth, encouraging resear-

chers to deepen their study of this phenomenon. It is also important to highlight that it can

help to develop best practices for detecting and preventing fraud through sharing and disse-

minating results obtained in related works. It also establishes a link that fosters collaboration

between institutions and control bodies. In the business field, it can help identify weaknes-

ses in a company’s systems and processes that allow this crime to occur. By understanding

how the fraud was perpetrated, the company can implement measures to prevent similar

incidents from occurring in the future. If the fraud investigation leads to the identification of

the perpetrators, some or all of the losses suffered may be recovered; this may be done

through civil litigation or criminal proceedings, depending on the circumstances. In addition,

it can contribute so that its detection and prevention occur before it translates into significant

losses. Training programs can also be developed that educate employees on identifying and

preventing fraud.

Finally, it can be concluded that the model proposed for detecting possible fraud intentions

from the point of view of human behavior allows the identification of fraudulent behaviors

with high precision and efficiency. The experiment results have shown high performance in

detection and increased the understanding of managing classification models in conjunction

with topic analysis and fraud theories.

8.3 METHODOLOGICAL ASPECTS

The combination of Design Science Research (DSR) and Cross-Industry Standard Process

for Data Mining (CRISP-DM) methodologies in the research process for this thesis, in gene-
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ral, is very effective in addressing complex and multidisciplinary problems.

Combining both methodologies provided a structured and rigorous approach to the research

process. DSR made it possible to develop an innovative solution that met the objectives set.

At the same time, the CRISP-DM methodology allowed us to explore and discover patterns

in the data, which allowed us to obtain a deeper understanding of the problem. Overall, the

combined use of these two methodologies helped to ensure that the research objectives

were achieved effectively and efficiently.

8.4 FUTURE WORK

Due to the particular limitations evidenced in the present investigation, multiple alternatives

for future contributions are mentioned in this section. On the one hand, the literature review

could focus on the availability and access to datasets related to fraud. In this context, ge-

nerating a dataset for the analysis and study of fraud can be further explored. For example,

using quality parameters on the developed synthetic data represents an estimate of how well

they are generated and whether they maintain the same properties as the original dataset;

this will allow the identification of higher scores, which can infer more excellent utility. On the

other hand, analyzing the number of original data records used for generation is necessary

since they can directly affect the quality of the synthetic data. The more examples are avai-

lable when training a model for data generation, the easier it is for the model to learn the

distributions and correlations in the data accurately. Obtaining a more significant number of

example sentences for training is essential, as it would significantly improve completeness

in a generation. Additionally, more synthetic records could be generated; this will make it

easier to show if the integrity of the data remains intact, since if a parameter such as the

synthetic data quality score is low, more synthetic records should be generated, and thus

the way it could be deduced if there is a quality problem in the generated data.

In addition, the theoretical concept of fraud could be deepened and other theories evaluated.

It should be noted that the most recent and minor applied theories lack practical justifica-

tion, so most of the related works adopt the fraud triangle as theoretical support. However,

this does not prevent other variations from being analyzed since the development of new

fraud theories can help to increase the understanding of this phenomenon and offer a more

specific vision of some aspects that classical theories generally do not address. It should be

considered that not all the vertices of the fraud theories can be evidenced in the available
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study data sets, which means it is necessary to identify sources of information that contain

these unverified factors that allow this knowledge to be extracted and used to generate new

datasets.

Another field with potential for future research is related to classification methods. In this

context, some works have applied strategies to improve performance, such as using various

classifiers, where individual methods are combined to form a meta-classifier. These assem-

bled methods aim to outperform individual classifiers, also known as base classifiers. The

predictions of the base classifiers serve as input for a meta-classifier, and its output will be

the final class predicted by the combination of the different classifiers.
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A.1 ABSTRACT

Financial fraud is commonly represented by the use of illegal practices where they can

intervene from senior managers until payroll employees, becoming a crime punishable by

law. There are many techniques developed to analyze, detect, and prevent this behavior

being the most important the fraud triangle theory associated with the classic financial audit

model. To perform this research, a survey of the related works in the existing literature was

carried out to establish our own framework. In this context, this paper presents FraudFind.

This conceptual framework allows for identifying and outlining a group of people inside a

banking organization who commit fraud, supported by the fraud triangle theory. FraudFind

works in the approach of continuous audit that will be in charge of collecting information of

agents installed in user’s equipment. It is based on semantic techniques applied through the

collection of phrases typed by the users under study for later being transferred to a repository

for later analysis. This proposal encourages to contribute with the field of cybersecurity in

the reduction of cases of financial fraud.

KEY WORDS: Bank fraud; triangle of fraud; human factor; human behavior
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A.2 INTRODUCTION

Fraud is a worldwide phenomenon that affects public and private organizations, covering a

wide variety of illegal practices and acts that involve intentional deception or misrepresen-

tation. According to the Association of Certified Fraud Examiners (ACFE) [1], fraud includes

any intentional or deliberate act of depriving another of property or money by cunning, de-

ception, or other unfair acts.

The 2016 PwC Global Economic Crime Survey report describes that more than a third of

organizations worldwide have been victims of some kind of economic crime, such as asset

misappropriation, bribery, cybercrime, fraud, and money laundering. Approximately 22 % of

respondents experienced losses of between one hundred thousand and one million, 14 %

suffered losses of more than one million, and 1 % of those surveyed suffered losses of one

hundred million dollars. These high loss rates represent a rising trend in costs caused by

fraud. In organizations, 56 % of cases are related to internal fraud and 40 % to external; this

difference is because any individual related to accounting and financial activities is conside-

red a potential risk factor for fraud [2]. When observing the behavior of people in the scope of

business processes, it can be concluded that the human factor is closely linked and related

to the fraud triangle theory of Donald R. Cressey [3], where three basic concepts: pressure,

opportunity, and rationalization; are needed.

Nowadays, there are different solutions in the commercial field [4], [5] as well as the aca-

demic field, where some works in progress have been identified[6], [7] aimed at detecting

financial fraud. In both cases, these solutions are focused on using different tools that per-

form statistical and parametric analysis, as well as behavioral analysis, based on data mining

techniques and Big Data. Still, none of them solve the problem of detection financial fraud in

real time. FraudFind, unlike other proposals, detects, reports, and stores fraudulent activities

in real-time through the periodic analysis of the information generated by users for further

analysis and treatment.

This paper presents FraudFind, a conceptual framework that allows detecting and identifying

potential criminals who work in the banking field in real-time, based on the Fraud Triangle

Theory. For the design of the FraudFind framework, some software components related to in-

formation processing were analyzed, among them RabbitMQ, Logstash, and ElasticSearch.

In addition, the computerization of the triangle of fraud and the use of semantic techniques
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will allow for finding possible bank delinquents with a lower false positive rate.

The rest of the document is structured as follows. Section 2 presents the theoretical frame-

work for the definition of Fraud and the concept of the fraud triangle. Section 3 presents the

related works found in the literature. Section 4 details the architecture of the model and the

prototype to be implemented in future work. Section 5 continues with the discussion, and

section 6 concludes with the conclusions and future work.

A.3 RELATED WORK

This study aims to design an architecture model adapted to the fraud triangle factors, com-

plemented with the human factor, and analyze suspicious behavior to identify possible cases

of fraud for future work to carry out its implementation. In this context, several studies were

found in the literature contributing to this topic.

Most of the documents address the issue of financial fraud and the different circumstances

surrounding it. Nevertheless, identifying people who might be involved in fraudulent activities

is a determining factor. The incursion into the behavioral analysis is quoted to [6], whose

authors introduce an automatic text mining process by e-mail to detect different types of

message patterns. In [7], a generic architectural model is proposed that supports the factors

of the fraud triangle. In addition, it performs the classic quantitative analysis of commercial

transactions that are already applied as part of the fraud detection audit. The identification

and classification of possible fraud by suspicious individuals is a central element of the

internal threat prediction model [8]. A key aspect is to classify individuals by focusing on

reducing the internal risk of fraud through a descriptive mining strategy [9].

Besides, the experience of auditors plays an important role in the fight against financial

fraud. Some work is proposed, which points to the creation of new frameworks that provide

systematic processes to help auditors to discover financial fraud within an organization by

analyzing existing information and data mining techniques using their own experience and

skills [10]. Accordingly, another proposal creates generic frameworks for the detection of

financial fraud FFD to evaluate the different characteristics of FFD algorithms according to

a variety of evaluation criteria [11].

New approaches detect atypical values by studying and modifying clustering algorithms,

such as K-Means, to improve the performance and accuracy in the detection of unusual
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values in a dataset [12]. Capturing unusual patterns related to fraudulent activity involves

the analysis of the number of variables that can be examined simultaneously the same as

technological advances have increased considerably and can be addressed by the use of

more sophisticated neural networks increasing the number of neurons and/or layers at the

expense of a higher computational cost [13]. An important factor to mention is how expensive

it is to detect potential fraudulent transactions manually. For this reason, the FFD is vital for

the prevention of the destructive consequences of financial fraud by making a complete

comparison of data mining techniques in order to use the best one [14].

Reviewing the literature, it can be concluded that related work does not cover the anticipated

detection of fraud since they perform an analysis after the incident occurred. This paper

aims to reduce this gap by conducting an online fraud audit by developing a model that will

allow the timely identification of suspicious behavior patterns considering the human factor

supported by the fraud triangle theory. This prototype is a tool that will allow individuals to

be analyzed inside a corporation to identify possible cases of financial fraud.

A.4 FRAUD AND THE FRAUD TRIANGLE THEORY

In general, there is not an scientific definition of fraud. Nevertheless, it is considered as

a subset of internal threats such as corruption, misappropriation of assets, and fraudulent

statements, among others [15]. According to ACFE, fraud is defined as [1] “the use of one’s

occupation for personal enrichment through the deliberate misuse or misapplication of the

employing organization’s resources or assets”. However, due to the scope of this paper,

only financial fraud will be considered within a banking environment. In financial fraud, there

are two types of fraud: internal and external [16]. Internal fraud encompasses a series of

irregularities and illegal acts characterized by the intentional deception of fraudsters, leading

to the misappropriation of money and other important resources of the company. In the

case of external fraud, this is commonly done in the financial statements, which are falsely

presented in reports. Most of the known anomalies are due to the weakness of the internal

control mechanisms, and in such situations, the fraudsters commit acts of fraud by exploiting

these weaknesses.

The occurrence of fraud is best explained with the help of The Fraud Triangle Theory, illus-

trated in Figure A.1, proposed by Donald R. Cressey, a leading expert in crime sociology

who wrote a series of books on crime prevention. Cressey investigates the reasons behind
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Figure A.1: Triangle of Fraud

the question of “why do people commit fraud?” and determines the response in the follo-

wing three critical elements: perceived pressure, perceived opportunity, and rationalization.

Cressey’s theory implies that the three elements must be consecutively present to provoke

the desire to commit fraud. The first necessary condition in the fraud triangle is the idea of

perceived pressure related to the motivation and impulse behind the fraudulent actions of

an individual. This motivation often occurs frequently in people under some kind of financial

stress. [17]. The second element is the perceived opportunity; and it is the action behind the

crime and the ability to commit fraud. Finally, the third component relates to the idea that

the individual can rationalize his dishonest actions, making his illegal choices seem justified

and acceptable [18]. The risk of committing fraud increases exponentially when there is an

increase in the connection between pressure, opportunity, and rationalization.

A.5 FRAUDFIND FRAMEWORK

The proposed framework operates in the continuous auditing approach to discover financial

fraud within an organization belonging to the banking sector, which will be our main study en-

vironment. Also, it focuses on the fraud triangle theory, with the human factor considered as

an essential element. FraudFind is proposed to analyze large amounts of data from different

sources of information for later processing and registration using the ELK stack. ELK is a

scalable open-source platform used for real-time data analysis composed by ElasticSearch,

Logstash, and Kibana [19] [20] applications, which will be explained below.
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Figure A.2: FraudFind Framework

1. ElasticSearch is an open-source search engine developed in Java, which is a dis-

tributed, scalable document warehouse and works in real time. Designed mainly to

organize data to be easily accessible [21].

2. Logstash is an open-source tool used for event management by centralizing and analy-

zing many structured and unstructured data types [22].

3. The Kibana web interface is an adjustable board that can be altered and changed

to suit our environment. It allows the creation of tables and diagrams, in addition to

complex representations [20].

In Figure A.2 we can observe the different modules that compose the framework: Agent,

QoS, Collect&Transform, Search&Analyze; and View&Manage.

A.5.1 Agent

The agent is an application installed in the users’workstations (endpoints) to extract the

data they generate from the different sources of information that reside on their equipments.

This application is responsible for sending the data entered by the user into RabbitMQ for

ordering and classification. Later, this organized information is received by Logstash for its

treatment.
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A.5.2 QoS

The integration between several systems or components suggests the need to receive or

send information, so these communications must be reliable, safe, fast, and, above all, per-

manently available. Because the volume of information generated by the agents is consi-

derable and recurrent, this module will ensure its delivery in an orderly and reliable way to

Logstash. For this, an intermediary component was introduced, RabbitMQ, to organize and

properly distribute the data to for further processing. RabbitMQ is an open-source platform

that operates as a message broker, where third-party applications can send and receive

messages, offering persistence, confirmation of sending-receiving, and high availability. The

cluster of RabbitMQ servers can form a logical broker, allowing the implementation of featu-

res such as load balancing and fault tolerance. By default, RabbitMQ sends the messages

using the Round - Robin algorithm. After being delivered, it is removed from the queue [23].

Figure A.3 shows the operation of RabbitMQ.

Figure A.3: RabbitMQ

A.5.3 Collect and Transform

This module is responsible for processing the data sent by the agents. As seen in Figure

A.2, after ordering the input data of the agents in the QoS module, they are recorded in

a temporary file that has raw information that Logstash does not understand and does not

know how to handle it. To interpret this information, Logstash has tools called codecs and

filters, which perform operations and transformations on the collected data, allowing this

information to be converted into a compressible format. Once processed, the information is

sent to ElasticSearch for storage. The operation of Logstash is presented in Figure A.4.
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Figure A.4: Logstash

A.5.4 Search and Analyze

This module has all the information processed by Logstash, which is stored immediately

after it is received, being able to perform searches efficiently. ElasticSearch is a tool de-

signed with the clustering approach based on the premise of no-fault tolerance hardware.

With this property, the information is protected and replicated so that if the physical infras-

tructure collapses, the data will not be compromised. Figure A.5 shows the architecture of

ElasticSearch and its components.

Figure A.5: ElasticSearch

A.5.5 Visualize and Manage

Finally, in this module, the presentation of the data contained in Elasticsearch is performed,

using for this purpose Kibana. This tool has been designed to work with ElasticSearch, which

allows the visualization and search of information in a customizable way, using histograms,

pie charts, and metrics, among others. This tool provides information analysis in real time.
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Figure A.6: Framework Implementation

A.6 FRAMEWORK IMPLEMENTATION

In this section, we describe a prototype for the automatic detection of financial fraud, which is

currently in the implementation phase. In Figure A.6 we can see the diagram of the proposed

framework implementation, which describes the concept of the different modules for practical

implementation using free and open-source platforms.

To begin, the information extracted by the agents is sent through data queues, which must

be attended to quickly, safely, and reliably. To achieve this goal, RabbitMQ has been used,

which is an open-source message broker that implements the Advanced Message Queuing

Protocol (AMQP) standard. First of all, several RabbitMQ servers on a local network can be

grouped into a logical (distributed) broker. This allows the implementation of features such

as load balancing and fault tolerance. Another important feature is the AMQP protocol that

RabbitMQ uses, which accepts connections between different platforms.

The data sent by RabbitMQ is received by Logstash for its treatment (organize and catego-

rize). Logstash is a tool that collects, processes, and filters information. According to Figure

A.4, it comprises three main plugins: input, filter, and output. First, we have the input plu-

gin that allows the collection of records in different formats, such as files, TCP / UDP, etc.

Second, we have the filter plugins that allow Logstash to execute the transformation on the

input data. Finally, the output plugin allows processed and transformed data to be written in

various formats that go to ElasticSearch [24].

The data sent by Logstash is received by ElasticSearch, which indexes and analyzes this
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information. ElasticSearch is a search and storage engine that can handle lots of data in real

time, providing speed and reliability [25], along with Kibana as a visualization tool.

Periodically, a task that does the alert tracking checks the information entered and compa-

res it with a fraud triangle library to determine if there is a relation to generating an alert

that will be stored in the database. The library of the fraud triangle is just a dictionary that

contains three definitions: pressure, opportunity, and justification. Under these parameters,

the sentences and words associated with these behaviors are composed.

A.7 ANALYSIS AND DISCUSSION

Performance analysis

FraudFind consists of the extraction of data from different sources of information through

agents installed in workstations, which collect behavioral data and send this information in

an organized way, reporting its activity to the central server. The typed words are sent to

RabbitMQ, an application that manages message queues, which delivers fast, secure, and

reliable information to Logstash, a tool used to collect and analyze data from monitoring

heterogeneous sources, and finally to ElasticSearch, which performs indexing. All this is

aimed at ensuring the security of the transactions generated by the users trying to identify

possible acts of fraud through the analysis of human behavior and the treatment of the

results. Unusual behavior does not guarantee the intentionally of committing fraud, so it

should take into consideration the analysis of risk factors associated with this behavior, which

should be measurable and weighted in accordance with security policies in an organization.

When there are different sources of information, we find inconsistency in the logs, given that

the formats are different. This represents a problem since administrators require access to

this information for analysis, and there is difficulty for searching in different formats. When

Logs are distributed among the different analysis teams, they are decentralized, and each of

them has a different format and different routes to find them, complicating their administration

and analysis. ELK solves these problems because it collects all this information to process it,

storing it in a distributed manner, and uses treatment techniques such as big data to obtain

accurate results.

Additionally, studying human behavior plays an important role in this work. Through this
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analysis, it is possible to discover transactions that are part of a pattern not identified in the

data traffic, and that would have stopped discovering using traditional means.

Technical analysis

The ELK (ElasticSearch, Logstash, and Kibana) platform provides versatile and functional

records management when searching and analyzing information from a source. Centralized

data logging can be useful for identifying unusual traffic patterns, allowing you to search for

all stored records that quickly execute the necessary event correlation.

Security analysis

The possible violation of privacy is a factor that should be considered when implementing

this solution within a company. Legal data protection regulations should be considered in

a given region. The possible violation of privacy is a factor that must be considered when

setting up to integrate this solution into a company. The legal regulations for data protection

in a given region should be considered. The level of monitoring will depend on the internal

policies in an organization and the laws that are governed in each country and should be

determined, taking into account the advice of the legal part of the institution or company.

A.8 CONCLUSIONS

The present work proposes FraudFind, a conceptual framework to detect financial fraud sup-

ported by the fraud triangle factors, which, compared to the classic audit analysis, makes a

significant contribution to the early detection of fraud within an organization. Considering

human behavior factors, it is possible to detect unusual transactions that would not have

been considered using traditional audit methods. These behavior patterns can be found in

the information that users generate when using the different applications on a workstation.

The collected data is examined using data mining techniques to obtain patterns of suspi-

cious behavior evidencing possible fraudulent behavior. Nevertheless, the legal framework

and the different regulations that are applied in public and private institutions of a particular

region represent a high risk for the non-implementation of this architecture as an alternative

solution. Future work will have as its main objective the implementation and evaluation of
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the framework as a tool for continuous auditing within an organization.
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